On some analytic properties of a function associated with the
Selberg class satisfying certain special conditions
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Abstract

In 2001, M.Reko$ described the analytic behavior of a function connected with the Euler
totient function for the upper half-plane H. In this paper, for Im z > 0 we describe the
analytic behavior of the generalized function f(z,F'), where the function F' belongs to a
subclass of the Selberg class which has a polynomial Euler product expressions and satisfies
some special conditions.

1 Introduction

1.1 Previous research for the Euler totient function

For n € N, let ¢(n) be the number of positive integers not exceeding n which are relatively
prime to n. The function ¢(n) is called the Euler totient function and appears in various
fields e.g. elementary number theory, group theory. In analytic number theory, studying the
arithmetic mean of ¢(n) is a classical problem. Let

E@) =3 o) - %ﬁ (1.1.1)

n<z

be the associated error term. The error term (1.1.1) has been studied for a long time. P. G.
Dirichlet proved the estimate
E(r) < z'te (1.1.2)

for every positive e. Here, we use the notation f(z) < g(x), if there is a constant C' > 0 such
that |f(x)] < Cg(z) for all = in the appropriate range. The estimate (1.1.2) was improved by
A. Walfisz to

E(z) < z(log x)%(log log x)% (1.1.3)

(see [15]). The estimate (1.1.3) is the best known result. H.L.Montgomary proved the best
Q-result for (1.1.1)

E(x) = Q4 (zy/loglogx) (1.1.4)

(see [10]). Here, we use the notation f(z) = Q4 (g(x)) and f(x) = Q_(g(x)) i.e. the inequalities
f(z) > Cg(x) and f(z) < —Cg(x) hold respectively for some arbitrarily large values of x and
a suitable positive constant C. Also, we use the notation f(z) = Q4 (g(x)) i.e.both f(x) =
Q4 (g(z)) and f(x) = Q_(g(x)) hold.J.Kaczorowski and K.Wiertelak also studied (1.1.1) by
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splitting into two summands. J.Kaczorowski and K.Wiertelak considered there the following
Volterra integral equation of second type for (1.1.1) (see [6]) :

F(z) —/ K(z,t)F(t)dt = E(x) (x>1), (1.1.5)
0
where F'(x) is the unknown function and the kernel K (z,t) is defined as follows:

1/t (0<t<uz),

0 (1<z<t). (1.1.6)

K(:J;,t):{

The equation (1.1.5) can be solved explicitly. Let us put

f(w)z—i”?){i} (1.1.7)

n=1

for every x > 0, where p(n) denotes the Mébius function i.e.

1 (n=1),
p(n) =< (=1)" (n=pip2-- pr,p; (L <i <) : prime),
0 (otherwise),

and {z} = x — [z] is the fractional part of a real number z.

Theorem 1.1.1 (Theorem 1.1 in [6]). The general solution of (1.1.6) is
F(x) = (f(z) + Az, (1.1.8)
where A is an arbitrary constant.

In [6], F(z) = zf(x) is claimed to be the unique solution of the integral equation (1.1.5),
but this uniqueness does not hold even assuming the initial value condition at x = 0. Probably,
the term Az is missing to give the general solution (see [2]). For x > 0 let us write

o) = 3 utm {2} (1.19)
n=1

Theorem 1.1.2 (Theorem 1.2 in [6]). For z > 1 we have

E(z) = of(z) + %g(:ﬂ) 4 %

According to Theorem1.1.2, for > 1 we can split E(x) as follows :
E(x) = E*(z) + EAN(2), (1.1.10)

where

Ea) = af(), and BVN(x) = Lo(a) +

with f(x) and g(x) given by (1.1.7) and (1.1.9) respectively. We call EAR(z) and EAN(2) the
arithmetic and the analytic part of E(x) respectively. J.Kaczorowski and K.Wiertelak proved
the Q-estimates for EAR(z) and EAN(z) (see [6]).



1.2 The associated he Euler totient function

J.Kaczorowski defined the associated Euler totient function for a class of generalized L-
functions including the Riemann zeta function, Dirichlet L-functions and obtained an asymptotic
formula (see [8]) : By a polynomial Euler product expressions we mean a function F'(s) of a
complex variable s = o 4 it which for ¢ > 1 is defined by a Euler product expressions of the

form . o) B
F(s)=[[F(s) =TTT] (1 - ;j’) , (1.2.1)

p j=1
where p runs over primes and |o;(p)| < 1 for all p and 1 < j < d. We take the smallest d € Z~q
such that there is at least one prime number pg satisfying

d
T (o) #0,
j=1

where d is called the Fuler degree of F'. Note that the L-functions from number theory includ-
ing the Riemann zeta function ((s) and the Dirichlet L-functions L(s,x) and Dedekind zeta
and Hecke L-functions of algebraic number fields, also the (normalized) L-functions of holomor-
phic modular forms and, conjecturally, many other L-functions are polynomial Euler products
expressions. For F' in (1.2.1) we define the associated Euler totient function as follows :

p(n, F)=n][ K1) (neN). (1.2.2)
pln
Let
1
Y(p) =p <1 - Fp(1)> , (1.2.3)
! _ 2
C(F) = 3 11 ( 2 > , (1.2.4)
and

a(n) = p(n) [Tr(p). (1.2.5)

pln

By (1.2.1) and (1.2.2), we see that ¢(n) corresponds to the case where F'is ((s).

Theorem 1.2.1 (Theorem 1.1 in [8]). For a polynomial Euler product F of degree d and x > 1
we have

Z o(n, F) = C(F)z* + O(z(log 22)%). (1.2.6)

n<x

Remark 1.2.1. Let us observe that a(n) < n¢ for every positive e. Hence the series
~ o(n)
2 s
n=1

absolutely converges for o > 1 (see p33 in [8]). Also, a(n) is multiplicative by (1.2.5). Therefore,

(1.2.7)

i O‘T(L? = 20(F). (1.2.8)
n=1



We now provide the Selberg class S defined as follows (see [11]) : f € S if
o0
(i) (ordinary Dirichlet series) f(s) = Z ar(n)n™*, converges absolutely for o > 1;
n=1

(ii) (analytic continuation) there exists m € Zx>g such that (s—1)" f(s) is entire of finite order;

(iii) (functional equation) f(s) satisfies a functional equation of the form ®(s) = w®(1 —3),
where

®(s) = Q [ [ T(Ass + ) f(5) = () (s), (1.2.9)

j=1
say, with 7 > 0,Q > 0,\; > 0, Re p1; > 0 and |w| = 1;

(iv) (Ramanugan conjecture) af(n) < n holds for any € > 0 ;

£=0
with m > 1, and bs(n) < n? for some 9 < 3.

(v) (Euler product) f(s) = Hexp ( g J;?(Z )> for o > 1, where bg(n) = 0 unless n = p™
P

The empty products are hereafter to be equal to 1.

1.3 M.Rekos$’s results

M.Rekos described the analytic property of some function connected with the Euler totient
function (see [12]) : We describe basic analytic properties of the function f(z) defined for Im
z > 0 as follows : o 0

fz) = tm Y 706)) , (1.3.1)

0<Im p<Tp

where {7}, } denotes a real sequence yielding appropriate groupings of the zeros, and the sum-
mation is over non-trivial zeros of ((s) with positive imaginary part. For simplicity we assume
here that all the zeros of ((s) are simple. M.Reko$ showed the holomorphy of f(z) for Im z > 0,
meromorphic continuation to the whole z-plane with its principal part, and a functional relation
containing its reflection property. The functional equation for f(z) connects the values of the
function f at the points z and z. Define a smooth curve 7 : [0,1] © ¢t +— 7(¢) € C such that
7(0) = —1/4, 7(1) =5/2 and 0 < Im 7(¢) < 1 for ¢t € (0,1), and define it by ¢(—1/4,5/2) . The
analytic property of f(z) is described by the following theorems :

Theorem 1.3.1 (Theorem 1.in [12]). The function f(z) is holomorphic on H and for z € H we

have
o0

2mif(2) = fi(2) + fo(z) — /7Y M7 (1.3.2)
where the functions )
—i4 C(S — 1) sz
z) = =~ e*ds 3.
filz) /—1/4+ioo ¢(s) 7 (1:3.3)
— C(S — 1) sz
fale) = /z(—1/4,5/2) O o (1.34)

are holomorphic on H and on the whole z-plane respectively, and the last term is a meromorphic
function on the whole z-plane, whose poles are at z = logn of the second order with the residues
—p(n)/2mi (n=1,2,...). Here p(n) denotes Euler’s totient function.



Theorem 1.3.2 (Theorem 2.in [12]). The function f(z) can be continued analytically to a
meromorphic function on the whole z-plane, which satisfies the functional equation

f(z)+ f(2) = B(») (1.3.5)
and
6 1 < (k) 1 2 1 2
B(z) = ——e*+-— — 1.3.6
(2) 2 Tom k%; n?k [(nkez —1)2 ke —1 (nke* +1)2  nke* +1]° ( )

where B(z) is a meromorphic function on the whole z-plane with the poles of the second order
at z = —lognk, n,k =1,2,... and u(k) is the Mébius function.

2 The extension of f(z) to the subclass of S

2.1 The extension of f(z) to the subclass of S

If a functions F' € S has a polynomial Euler product expressions (1.2.1), the subclass of S
of the functions with polynomial Euler product expressions is denoted by SP°Y. Establishing
the results which extend Theorem1.3.1 and 1.3.2 to the function F' € SP°Y are the main aim of
the present paper. Let {p} denote the non-trivial zeros of F' with positive imaginary parts, and
assume that each p is simple. Moreover, let {1} denote a real sequence yielding appropriate
groupings of the zeros, where its precise definition is to be given by (2.2.1) below. For Im z > 0
and F' € SP°Y we consider the function defined by

f(z, F) = lim Z eng’(’pjl). (2.1.1)
P

0<Im p<T,

If there are trivial zeros of F'(s) on the imaginary axis in H, they are to be incorporated in the
summation. The reason why ((s) appears in the numerator on the right hand side is that the
Barnes type integral (5.1.3) below for the Whittaker function can then be applied under the
hypothesis (r,A;) = (1,1) for all j in (1.2.9) (see Lemma 5.1.1).

Fact 2.1.1. The limit in (2.1.1) exists for all z € H.

2.2 Proof of Fact 2.1.1

We prove Fact 2.1.1, for which the following Lemma is used.

Lemma 2.2.1 (Lemma 4.in [14]). Let F € S and let T be sufficiently large, and fix H =
DloglogT with a large constant D > 0. We take any subinterval [n,n + 1] with n chosen such
that n € ZsoN [T — H,T + H]. Then, there are the lines t =ty such that

|F(0 + itg)] ™t = O(exp(C(log T)?)), (2.2.1)
uniformly in o > —2, where C is a positive constant.

Let T be sufficiently large. We fix H = Dloglog T, where D is a large positive constant. We
take any subinterval [n,n + 1], where n is a positive integer in [T'— H,T + H]. Then, by Lemma
2.2.1 there are the lines t = T,, such that

|F(o +iTy)| ™! = O(exp(Cy(log T)?)) (2.2.2)



uniformly for ¢ > —2, where (4 is a positive constant. Since T,, is contained in the interval
[T'— H,T + H], we can see that T,, ~ T as n tends to infinity. Let o = %min{lm p >0} and ¥
denote the contour consisting of the line segments
b b
—{—z'oz] , [a—;— —|—ia,b} ,

where max {—3, i max{Re p < 0}} < a < 0,b > 5/2.We assume that the real part of s =

a+ it (t € R) does not coincide the poles of I'(s + u)I'(s — p), where I'(s) is the I'-function. We
consider the following contour integral round .Z :

b, +iTy), [b+iTh, a + iTs], [a +iTp, al, [a, a‘;

C(S — 1) e5%ds
/gF(S) ds. (2.2.3)

Since we assume the order of p is simple, we have by residue theorem

C(S - 1) e ds = ¢ C(S - 1) e*5ds C(S B 1) e*5ds
/g F) ¢ /aﬂ-Tn Fe) ¢ +f P ¢

b+1iT), _ 1 a+iT, _ 1
b b

F(s) vir,  F(s)
S 6;(/‘(’[))1), (2.2.4)
0<Im p<Tp,

where the path L above consists of joining the two line segments [a, “TH’ + ia] and [“T‘H’ + 1a, b].
We now estimate the integral along the line segment [b + iT},,a + iT,]. For a < o < b, we have
by (2.2.2),

|F(o +iT,)| ™" = Oexp(C(log T)2)),

which, with the vertical estimate for {(s — 1), shows with z = x + iy that
b C(S — 1) zs c 2
————e*%ds| < (b—a)T);exp{C(logT)* — yT, + |z|(|a] + |b]) } (2.2.5)
a+iTy F(S)

for T, T,, > 1 with a constant ¢ = ¢(a,b) > 0, where the last bound tends to zero as n — oo.
By Theorem 3.1.1 below, the convergence of the other integrals in (2.2.4) are ensured (see
(3.1.5)-(3.1.7)). The limit in (2.1.1) therefore exists. [

3 Main Results

3.1 Main Results
Letting n — oo, we have
“ ds—1) /C(S—l) /b”‘x’ ¢(s—1) :
= efds+ [ —+2ePds + =——~e*%ds = 2mif(z, F), 3.1.1
LR L FG) ) fef) B

with f(z, F') in (2.1.1). To evaluate the integral along the vertical line with s = b+ it (¢t > 0),
we prepare the Dirichlet series expansion of ((s —1)/F(s) for o > 2.

Definition 3.1.1 (p.34 in [8]). For o > 1 and F € SP°Y, we define the Dirichlet coefficients i p
as follows : 1

) (o )
) = o _HH<1 - ) (3.1.2)

n=1 p j=1




Remark 3.1.1 (p.34 in [8]). By (3.1.2), |ur(n)| < 74(n), where 74(n) is the divisor function of
order d, so that (¥(s) = 322, 74(n)/n® for o > 1. In particular 71(n) = 1 for all n.

Using (3.1.2) in o > 2, we obtain

((s=1) _ g0
FGo) ~ 2 e (3.1.3)

where

g(n) =Y pr(d). (3.1.4)

dln

Theorem 3.1.1 (Theorem4.1 in [3]). Let max {—3, i max{Rep < 0}} <a <0,b>5/2. Then,

the function (2.1.1) is holomorphic on H, and for z € H the formula

o0

2rif(z, F) _fl(z,F)+f2(z,F)_ebz;Wi7?mgm, (3.1.5)

1s valid, where the functions
fl(va):/+' C(l';(_s)l)e“cls, (3.1.6)
fz(z’F)z/LWeszds (3.1.7)

are holomorphic on H and on the whole z-plane, and the last term on the right is a meromorphic
function on the whole z-plane with the poles at z =logn (n =1,2,...).

We need not use the condition of a which does not coincide the poles of I'(s + pu)I'(s — ) in
proving of Theorem 3.1.1.

Theorem 3.1.2 (Theorem4.2 in [3]). For any F' € SP°% with (r,\;) = (1,1) for all j in (1.2.9)
and 0 < p < 1, the function (2.1.1) has a meromorphic continuation to y > —.

The L-functions associated with holomorphic cusp forms and Dedekind zeta functions of the
imaginary quadratic fields are the examples of F' considered in Theorem 3.1.2. Letting

H™ ={zeC:Imz <0}, (3.1.8)
we next study the function, for z € H™,
- : e”Clp—1)
F)y=1 _— 1.
/ (Z7 ) nl_{I;O Z F’(p) (3 9)
—Tn<Im p<0

If there are trivial zeros of F'(s) on the imaginary axis in H~, they are incorporated in the
summation. The existence of the limit on the right hand side of (3.1.9) is proved similarly to
Fact 2.1.1.

Corollary 3.1.3 (Corollary4.3 in [3]). For any F € SP°Y satisfying the same conditions as in
Theorem 3.1.2, the function (3.1.9) has a meromorphic continuation to y < .



Theorem 3.1.4 (Theorem4.4 in [3]). For any F € SP°% satisfying the same conditions as in
Theorem 3.1.2, the function (2.1.1) can be continued analytically to the whole z- plane. In
addition to the condition as in Theorem 3.1.2, we assume that the Dirichlet series coefficients
ap(n) of F € SPW is real-valued for all n. Then, the function (2.1.1) satisfies the functional
equation

f(z,F)+ f(z,F) = B(2, F), (3.1.10)
where
62,2
B(z, F) = %m(fl(z,F) HTEE) - £y (3.1.11)

for all z € C. Also, the function f{ (z,F) is holomorphic on H™.

4 Motivation

Now, we mention the motivation for the main theorems in section 3. The author considered
the Volterra integral equation for a remainder term in an asymptotic formula of an arithmetic
function which satisfies the special conditions and the associated Euler totient function similar
to [6].The remainder term can be split into the arithmetic part which is a solution of the
Volterra integral equation and the analytic part which is not the solution of it. It seems that
J.Kaczorowski and K.Wiertelak used the functional equation (1.3.5) in Theorem1.3.2 in the
proof of the Q-estimate for EAN(z) in (1.1.10). It is not mentioned in [6] how use the functional
equation (1.3.5) and it follows by repeating all steps in the proof of Theorem 1.1 in [7]. The
author considers how to prove the 2-estimate on an analytic part for a remainder term in the
asymptotic formula of the associated Euler totient function using the functional equation (3.1.10)
similar to [6] which will be necessary mainly. The author could prove the functional equation
(3.1.10) which will be necessary, but it does not hold for all function F € SP°Y. Therefore, the
author presents the results as Theorem 3.1.1, 3.1.2, 3.1.4 and Corollary 3.1.3 for the function F
which satisfies the conditions already explained. More details are written in [4].

5 Some auxiliary results on the Whittaker function

5.1 The definition for the Whittaker function and the integral expression

We introduce the Whittaker function Wy ,(z) (via the confluent hypergeometric function
U(a,7; z) below), which is necessary to prove our main theorems, and then prepare some aux-
iliary results, i.e.its integral expression and asymptotic expansions.

Definition 5.1.1 (The confluent hypergeometric function of the second kind ( [1])). Let ¥(«, v; 2)
be the confluent hypergeometric function of the second kind defined by

1 (0+) B 1 o1
U(a, 75 2) = T(a) (e — 1) /Oo e w1 4+ w)’ " T dw (5.1.1)
for any (o, ) € C? and for | arg z| < 7. Here the path of integration is a contour in the w-plane
which consists of the upper real axis from e%™oo to €™ with a small § > 0, the circle with the
center w = 0 and the radius § through which argw varies from 0 to 27, and the lower real axis

from e2™§ to e2™oo.

Definition 5.1.2 (The Whittaker function ( [9])). The Whittaker function W, ,(z), which has
large applicability, e.g. in number theory and physics, is defined by

1
Wy u(2) = ZHH2e2/2g <2 — K+, 20+ 1; z) (|arg z| < =), (5.1.2)



where (to avoid many-valuedness) the domain of z is to be restricted in the z-plane cut along
the negative real axis with |arg z| < .

Lemma 5.1.1 (Barnes type integral for the Whittaker function ( [13], [16])). The Barnes
integral for W, ,(z) asserts

—#/25 eI (T (=5 —k —pp+ )T (s — Kk +p+ 1
Wn,M(Z) = ¢ ,z / ( ) ( a 1 2) ( 1 a 2)st8, (513)
271 c—00i F(_I{_H+§)F(_K+N+§)
for|arg z| < %71', and Ii:l:/i—i*% #0,1,2,...; the contour has loops if necessary so that the poles

of T'(s) from those of T (—s —k—u+ %) T (—s —K+pu+ %) are on opposite sides of it.

In (5.1.3), it holds for all finite values of ¢ provided that the contour of integration can
always be deformed so as to separate the poles I'(s) and those of the other I'-factors. By
Stirling’s formula for I'(s) (cf. [5]), the integral in (5.1.3) represents a function of z which is
holomorphic at all points in the domain |arg z| < %7‘(‘ — « with any small a > 0. The asymptotic
expansions for ¥(a;7; z) as z — 0 readily asserts the following proposition.

5.2 The asymptotic expansion

Proposition 5.2.1 (The asymptotic expansions for ¥(a;b;z) as z — 0 ( [13])). We have the
asymptotic expansions, as z — 0 through |argz| < ,

T(b—1)

U(a;b;z) = ) A7 O(|2R72) (Reb>2,b#2), (5.2.1)
_ F(Iﬂ’(;)l)zl—b +O(ll0g2]) (b=2), (5.2.2)
= F(Ilf(;)l)zlb +0(1) (1<Reb<?2), (5.2.3)
- F(E(i;ﬁ)b) + F(I?(;)l)zlb +0(lz]) Reb=1,b+#1), (5.2.4)
_ _F(la) {logz+I;(a)+200}+0(|zlogz|) b=1), (5.2.5)

where Cy is Fuler’s constant.

By the definition (5.1.2) and Proposition 5.2.1, we have the following asymptotic expansions
as z — 0 for Wy ,.(2).

Proposition 5.2.2 (The asymptotic expansions in z — 0 for W, ,(2)).

= F(ll—/<;) + O(]zlog z|) <,u = ;) , (5.2.7)
— 1“(;;(25)—@21/2_“ + O(|Z’Reﬂ+1/2) (0 <Repu< ;) ’ (5.2.8)
) MZ““” " wrff)—m)““/ 24 O(#]"43/2) (Re =0, #0),
(5.2.9)
_ _r(l/—,<;) (1o 1 (3 - %) +200) + 0= 10g2l) (w=0).  (52.10)
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