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#### Abstract

In 2001，M．Rekoś described the analytic behavior of a function connected with the Euler totient function for the upper half－plane $\mathbb{H}$ ．In this paper，for $\operatorname{Im} z>0$ we describe the analytic behavior of the generalized function $f(z, F)$ ，where the function $F$ belongs to a subclass of the Selberg class which has a polynomial Euler product expressions and satisfies some special conditions．


## 1 Introduction

## 1．1 Previous research for the Euler totient function

For $n \in \mathbb{N}$ ，let $\varphi(n)$ be the number of positive integers not exceeding $n$ which are relatively prime to $n$ ．The function $\varphi(n)$ is called the Euler totient function and appears in various fields e．g．elementary number theory，group theory．In analytic number theory，studying the arithmetic mean of $\varphi(n)$ is a classical problem．Let

$$
\begin{equation*}
E(x)=\sum_{n \leq x} \varphi(n)-\frac{3}{\pi^{2}} x^{2} \tag{1.1.1}
\end{equation*}
$$

be the associated error term．The error term（1．1．1）has been studied for a long time．P．G． Dirichlet proved the estimate

$$
\begin{equation*}
E(x) \ll x^{1+\epsilon} \tag{1.1.2}
\end{equation*}
$$

for every positive $\epsilon$ ．Here，we use the notation $f(x) \ll g(x)$ ，if there is a constant $C>0$ such that $|f(x)| \leq C g(x)$ for all $x$ in the appropriate range．The estimate（1．1．2）was improved by A．Walfisz to

$$
\begin{equation*}
E(x) \ll x(\log x)^{\frac{2}{3}}(\log \log x)^{\frac{4}{3}} \tag{1.1.3}
\end{equation*}
$$

（see［15］）．The estimate（1．1．3）is the best known result．H．L．Montgomary proved the best $\Omega$－result for（1．1．1）

$$
\begin{equation*}
E(x)=\Omega_{ \pm}(x \sqrt{\log \log x}) \tag{1.1.4}
\end{equation*}
$$

（see［10］）．Here，we use the notation $f(x)=\Omega_{+}(g(x))$ and $f(x)=\Omega_{-}(g(x))$ i．e．the inequalities $f(x)>C g(x)$ and $f(x)<-C g(x)$ hold respectively for some arbitrarily large values of $x$ and a suitable positive constant $C$ ．Also，we use the notation $f(x)=\Omega_{ \pm}(g(x))$ i．e．both $f(x)=$ $\Omega_{+}(g(x))$ and $f(x)=\Omega_{-}(g(x))$ hold．J．Kaczorowski and K．Wiertelak also studied（1．1．1）by

[^0]splitting into two summands. J.Kaczorowski and K.Wiertelak considered there the following Volterra integral equation of second type for (1.1.1) (see [6]) :
\[

$$
\begin{equation*}
F(x)-\int_{0}^{\infty} K(x, t) F(t) d t=E(x) \quad(x \geq 1), \tag{1.1.5}
\end{equation*}
$$

\]

where $F(x)$ is the unknown function and the kernel $K(x, t)$ is defined as follows:

$$
K(x, t)= \begin{cases}1 / t & (0<t \leq x),  \tag{1.1.6}\\ 0 & (1 \leq x<t) .\end{cases}
$$

The equation (1.1.5) can be solved explicitly. Let us put

$$
\begin{equation*}
f(x)=-\sum_{n=1}^{\infty} \frac{\mu(n)}{n}\left\{\frac{x}{n}\right\} \tag{1.1.7}
\end{equation*}
$$

for every $x \geq 0$, where $\mu(n)$ denotes the Möbius function i.e.

$$
\mu(n)= \begin{cases}1 & (n=1) \\ (-1)^{r} & \left(n=p_{1} p_{2} \cdots p_{r}, p_{i}(1 \leq i \leq r): \text { prime }\right) \\ 0 & (\text { otherwise })\end{cases}
$$

and $\{x\}=x-[x]$ is the fractional part of a real number $x$.
Theorem 1.1.1 (Theorem 1.1 in [6]). The general solution of (1.1.6) is

$$
\begin{equation*}
F(x)=(f(x)+A) x, \tag{1.1.8}
\end{equation*}
$$

where $A$ is an arbitrary constant.
In [6], $F(x)=x f(x)$ is claimed to be the unique solution of the integral equation (1.1.5), but this uniqueness does not hold even assuming the initial value condition at $x=0$. Probably, the term $A x$ is missing to give the general solution (see [2]). For $x \geq 0$ let us write

$$
\begin{equation*}
g(x)=\sum_{n=1}^{\infty} \mu(n)\left\{\frac{x}{n}\right\}^{2} . \tag{1.1.9}
\end{equation*}
$$

Theorem 1.1.2 (Theorem 1.2 in [6]). For $x \geq 1$ we have

$$
E(x)=x f(x)+\frac{1}{2} g(x)+\frac{1}{2} .
$$

According to Theorem1.1.2, for $x \geq 1$ we can split $E(x)$ as follows :

$$
\begin{equation*}
E(x)=E^{\mathrm{AR}}(x)+E^{\mathrm{AN}}(x), \tag{1.1.10}
\end{equation*}
$$

where

$$
E^{\mathrm{AR}}(x)=x f(x), \quad \text { and } \quad E^{\mathrm{AN}}(x)=\frac{1}{2} g(x)+\frac{1}{2}
$$

with $f(x)$ and $g(x)$ given by (1.1.7) and (1.1.9) respectively. We call $E^{\mathrm{AR}}(x)$ and $E^{\mathrm{AN}}(x)$ the arithmetic and the analytic part of $E(x)$ respectively. J.Kaczorowski and K.Wiertelak proved the $\Omega$-estimates for $E^{\mathrm{AR}}(x)$ and $E^{\mathrm{AN}}(x)$ (see [6]).

### 1.2 The associated he Euler totient function

J.Kaczorowski defined the associated Euler totient function for a class of generalized $L$ functions including the Riemann zeta function, Dirichlet $L$-functions and obtained an asymptotic formula (see [8]) : By a polynomial Euler product expressions we mean a function $F(s)$ of a complex variable $s=\sigma+i t$ which for $\sigma>1$ is defined by a Euler product expressions of the form

$$
\begin{equation*}
F(s)=\prod_{p} F_{p}(s)=\prod_{p} \prod_{j=1}^{d}\left(1-\frac{\alpha_{j}(p)}{p^{s}}\right)^{-1} \tag{1.2.1}
\end{equation*}
$$

where $p$ runs over primes and $\left|\alpha_{j}(p)\right| \leq 1$ for all $p$ and $1 \leq j \leq d$. We take the smallest $d \in \mathbb{Z}_{>0}$ such that there is at least one prime number $p_{0}$ satisfying

$$
\prod_{j=1}^{d} \alpha_{j}\left(p_{0}\right) \neq 0
$$

where $d$ is called the Euler degree of $F$. Note that the $L$-functions from number theory including the Riemann zeta function $\zeta(s)$ and the Dirichlet $L$-functions $L(s, \chi)$ and Dedekind zeta and Hecke $L$-functions of algebraic number fields, also the (normalized) $L$-functions of holomorphic modular forms and, conjecturally, many other $L$-functions are polynomial Euler products expressions. For $F$ in (1.2.1) we define the associated Euler totient function as follows :

$$
\begin{equation*}
\varphi(n, F)=n \prod_{p \mid n} F_{p}(1)^{-1} \quad(n \in \mathbb{N}) \tag{1.2.2}
\end{equation*}
$$

Let

$$
\begin{gather*}
\gamma(p)=p\left(1-\frac{1}{F_{p}(1)}\right),  \tag{1.2.3}\\
C(F)=\frac{1}{2} \prod_{p}\left(1-\frac{\gamma(p)}{p^{2}}\right), \tag{1.2.4}
\end{gather*}
$$

and

$$
\begin{equation*}
\alpha(n)=\mu(n) \prod_{p \mid n} \gamma(p) . \tag{1.2.5}
\end{equation*}
$$

By (1.2.1) and (1.2.2), we see that $\varphi(n)$ corresponds to the case where $F$ is $\zeta(s)$.
Theorem 1.2.1 (Theorem 1.1 in [8]). For a polynomial Euler product $F$ of degree d and $x \geq 1$ we have

$$
\begin{equation*}
\sum_{n \leq x} \varphi(n, F)=C(F) x^{2}+O\left(x(\log 2 x)^{d}\right) . \tag{1.2.6}
\end{equation*}
$$

Remark 1.2.1. Let us observe that $\alpha(n) \ll n^{\epsilon}$ for every positive $\epsilon$. Hence the series

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\alpha(n)}{n^{s}} \tag{1.2.7}
\end{equation*}
$$

absolutely converges for $\sigma>1$ (see p33 in [8]). Also, $\alpha(n)$ is multiplicative by (1.2.5). Therefore,

$$
\begin{equation*}
\sum_{n=1}^{\infty} \frac{\alpha(n)}{n^{2}}=2 C(F) \tag{1.2.8}
\end{equation*}
$$

We now provide the Selberg class $\mathcal{S}$ defined as follows (see [11]) : $f \in \mathcal{S}$ if
(i) (ordinary Dirichlet series) $f(s)=\sum_{n=1}^{\infty} a_{f}(n) n^{-s}$, converges absolutely for $\sigma>1$;
(ii) (analytic continuation) there exists $m \in \mathbb{Z}_{\geq 0}$ such that $(s-1)^{m} f(s)$ is entire of finite order;
(iii) (functional equation) $f(s)$ satisfies a functional equation of the form $\Phi(s)=\omega \overline{\Phi(1-\bar{s})}$, where

$$
\begin{equation*}
\Phi(s)=Q^{s} \prod_{j=1}^{r} \Gamma\left(\lambda_{j} s+\mu_{j}\right) f(s)=\gamma(s) f(s) \tag{1.2.9}
\end{equation*}
$$

say, with $r \geq 0, Q>0, \lambda_{j}>0, \operatorname{Re} \mu_{j} \geq 0$ and $|\omega|=1$;
(iv) (Ramanujan conjecture) $a_{f}(n) \ll n^{\epsilon}$ holds for any $\epsilon>0$;
(v) (Euler product) $f(s)=\prod_{p} \exp \left(\sum_{\ell=0}^{\infty} \frac{b_{f}\left(p^{\ell}\right)}{p^{\ell s}}\right)$ for $\sigma>1$, where $b_{f}(n)=0$ unless $n=p^{m}$ with $m \geq 1$, and $b_{f}(n) \ll n^{\vartheta}$ for some $\vartheta<\frac{1}{2}$.

The empty products are hereafter to be equal to 1 .

### 1.3 M.Rekoś's results

M.Rekoś described the analytic property of some function connected with the Euler totient function (see [12]) : We describe basic analytic properties of the function $f(z)$ defined for $\operatorname{Im}$ $z>0$ as follows :

$$
\begin{equation*}
f(z)=\lim _{n \rightarrow \infty} \sum_{\substack{\rho \\ 0<\operatorname{Im} \rho<T_{n}}} \frac{e^{\rho z} \zeta(\rho-1)}{\zeta^{\prime}(\rho)} \tag{1.3.1}
\end{equation*}
$$

where $\left\{T_{n}\right\}$ denotes a real sequence yielding appropriate groupings of the zeros, and the summation is over non-trivial zeros of $\zeta(s)$ with positive imaginary part. For simplicity we assume here that all the zeros of $\zeta(s)$ are simple. M.Rekoś showed the holomorphy of $f(z)$ for $\operatorname{Im} z>0$, meromorphic continuation to the whole $z$-plane with its principal part, and a functional relation containing its reflection property. The functional equation for $f(z)$ connects the values of the function $f$ at the points $z$ and $\bar{z}$. Define a smooth curve $\tau:[0,1] \ni t \mapsto \tau(t) \in \mathbb{C}$ such that $\tau(0)=-1 / 4, \tau(1)=5 / 2$ and $0<\operatorname{Im} \tau(t)<1$ for $t \in(0,1)$, and define it by $\ell(-1 / 4,5 / 2)$. The analytic property of $f(z)$ is described by the following theorems :

Theorem 1.3.1 (Theorem 1.in [12]). The function $f(z)$ is holomorphic on $\mathbb{H}$ and for $z \in \mathbb{H}$ we have

$$
\begin{equation*}
2 \pi i f(z)=f_{1}(z)+f_{2}(z)-e^{5 z / 2} \sum_{n=1}^{\infty} \frac{\varphi(n)}{n^{5 / 2}(z-\log n)}, \tag{1.3.2}
\end{equation*}
$$

where the functions

$$
\begin{align*}
& f_{1}(z)=\int_{-1 / 4+i \infty}^{-1 / 4} \frac{\zeta(s-1)}{\zeta(s)} e^{s z} d s  \tag{1.3.3}\\
& f_{2}(z)=\int_{\ell(-1 / 4,5 / 2)} \frac{\zeta(s-1)}{\zeta(s)} e^{s z} d s \tag{1.3.4}
\end{align*}
$$

are holomorphic on $\mathbb{H}$ and on the whole z-plane respectively, and the last term is a meromorphic function on the whole $z$-plane, whose poles are at $z=\log n$ of the second order with the residues $-\varphi(n) / 2 \pi i(n=1,2, \ldots)$. Here $\varphi(n)$ denotes Euler's totient function.

Theorem 1.3.2 (Theorem 2.in [12]). The function $f(z)$ can be continued analytically to $a$ meromorphic function on the whole $z$-plane, which satisfies the functional equation

$$
\begin{equation*}
f(z)+\overline{f(\bar{z})}=B(z) \tag{1.3.5}
\end{equation*}
$$

and

$$
\begin{equation*}
B(z)=-\frac{6}{\pi^{2}} e^{2 z}+\frac{1}{2 \pi^{2}} \sum_{k, n=1}^{\infty} \frac{\mu(k)}{n^{2} k}\left[\frac{1}{\left(n k e^{z}-1\right)^{2}}+\frac{2}{n k e^{z}-1}+\frac{1}{\left(n k e^{z}+1\right)^{2}}-\frac{2}{n k e^{z}+1}\right] \tag{1.3.6}
\end{equation*}
$$

where $B(z)$ is a meromorphic function on the whole $z$-plane with the poles of the second order at $z=-\log n k, n, k=1,2, \ldots$ and $\mu(k)$ is the Möbius function.

## 2 The extension of $f(z)$ to the subclass of $\mathcal{S}$

### 2.1 The extension of $f(z)$ to the subclass of $\mathcal{S}$

If a functions $F \in \mathcal{S}$ has a polynomial Euler product expressions (1.2.1), the subclass of $\mathcal{S}$ of the functions with polynomial Euler product expressions is denoted by $\mathcal{S}^{\text {poly }}$. Establishing the results which extend Theorem1.3.1 and 1.3.2 to the function $F \in \mathcal{S}^{\text {poly }}$ are the main aim of the present paper. Let $\{\rho\}$ denote the non-trivial zeros of $F$ with positive imaginary parts, and assume that each $\rho$ is simple. Moreover, let $\left\{T_{n}\right\}$ denote a real sequence yielding appropriate groupings of the zeros, where its precise definition is to be given by (2.2.1) below. For $\operatorname{Im} z>0$ and $F \in \mathcal{S}^{\text {poly }}$, we consider the function defined by

$$
\begin{equation*}
f(z, F)=\lim _{n \rightarrow \infty} \sum_{\substack{\rho \\ 0<\operatorname{Im} \rho<T_{n}}} \frac{e^{\rho z} \zeta(\rho-1)}{F^{\prime}(\rho)} \tag{2.1.1}
\end{equation*}
$$

If there are trivial zeros of $F(s)$ on the imaginary axis in $\mathbb{H}$, they are to be incorporated in the summation. The reason why $\zeta(s)$ appears in the numerator on the right hand side is that the Barnes type integral (5.1.3) below for the Whittaker function can then be applied under the hypothesis $\left(r, \lambda_{j}\right)=(1,1)$ for all $j$ in (1.2.9) (see Lemma 5.1.1).

Fact 2.1.1. The limit in (2.1.1) exists for all $z \in \mathbb{H}$.

### 2.2 Proof of Fact 2.1.1

We prove Fact 2.1.1, for which the following Lemma is used.
Lemma 2.2.1 (Lemma 4.in [14]). Let $F \in \mathcal{S}$ and let $T$ be sufficiently large, and fix $H=$ $D \log \log T$ with a large constant $D>0$. We take any subinterval $[n, n+1]$ with $n$ chosen such that $n \in \mathbb{Z}_{>0} \cap[T-H, T+H]$. Then, there are the lines $t=t_{0}$ such that

$$
\begin{equation*}
\left|F\left(\sigma+i t_{0}\right)\right|^{-1}=O\left(\exp \left(C(\log T)^{2}\right)\right) \tag{2.2.1}
\end{equation*}
$$

uniformly in $\sigma \geq-2$, where $C$ is a positive constant.
Let $T$ be sufficiently large. We fix $H=D \log \log T$, where $D$ is a large positive constant. We take any subinterval $[n, n+1$ ], where $n$ is a positive integer in $[T-H, T+H]$. Then, by Lemma 2.2.1 there are the lines $t=T_{n}$ such that

$$
\begin{equation*}
\left|F\left(\sigma+i T_{n}\right)\right|^{-1}=O\left(\exp \left(C_{1}(\log T)^{2}\right)\right) \tag{2.2.2}
\end{equation*}
$$

uniformly for $\sigma \geq-2$, where $C_{1}$ is a positive constant. Since $T_{n}$ is contained in the interval $[T-H, T+H]$, we can see that $T_{n} \sim T$ as $n$ tends to infinity. Let $\alpha=\frac{1}{2} \min \{\operatorname{Im} \rho>0\}$ and $\mathscr{L}$ denote the contour consisting of the line segments

$$
\left[b, b+i T_{n}\right],\left[b+i T_{n}, a+i T_{n}\right],\left[a+i T_{n}, a\right],\left[a, \frac{a+b}{2}+i \alpha\right],\left[\frac{a+b}{2}+i \alpha, b\right],
$$

where $\max \left\{-\frac{3}{2}, \frac{1}{2} \max \{\operatorname{Re} \rho<0\}\right\}<a<0, b>5 / 2$. We assume that the real part of $s=$ $a+i t(t \in \mathbb{R})$ does not coincide the poles of $\Gamma(s+\mu) \Gamma(s-\mu)$, where $\Gamma(s)$ is the $\Gamma$-function. We consider the following contour integral round $\mathscr{L}$ :

$$
\begin{equation*}
\int_{\mathscr{L}} \frac{\zeta(s-1)}{F(s)} e^{s z} d s . \tag{2.2.3}
\end{equation*}
$$

Since we assume the order of $\rho$ is simple, we have by residue theorem

$$
\begin{align*}
\int_{\mathscr{L}} \frac{\zeta(s-1)}{F(s)} e^{s z} d s & =\int_{a+i T_{n}}^{a} \frac{\zeta(s-1)}{F(s)} e^{z s} d s+\int_{L} \frac{\zeta(s-1)}{F(s)} e^{z s} d s \\
& +\int_{b}^{b+i T_{n}} \frac{\zeta(s-1)}{F(s)} e^{z s} d s+\int_{b+i T_{n}}^{a+i T_{n}} \frac{\zeta(s-1)}{F(s)} e^{z s} d s \\
& =2 \pi i \sum_{0<\operatorname{Im}^{\rho} \rho<T_{n}} \frac{e^{\rho z} \zeta(\rho-1)}{F^{\prime}(\rho)}, \tag{2.2.4}
\end{align*}
$$

where the path $L$ above consists of joining the two line segments $\left[a, \frac{a+b}{2}+i \alpha\right]$ and $\left[\frac{a+b}{2}+i \alpha, b\right]$. We now estimate the integral along the line segment $\left[b+i T_{n}, a+i T_{n}\right]$. For $a \leq \sigma \leq b$, we have by (2.2.2),

$$
\left|F\left(\sigma+i T_{n}\right)\right|^{-1}=O\left(\exp \left(C(\log T)^{2}\right)\right)
$$

which, with the vertical estimate for $\zeta(s-1)$, shows with $z=x+i y$ that

$$
\begin{equation*}
\left|\int_{a+i T_{n}}^{b+i T_{n}} \frac{\zeta(s-1)}{F(s)} e^{z s} d s\right| \ll(b-a) T_{n}^{c} \exp \left\{C(\log T)^{2}-y T_{n}+|x|(|a|+|b|)\right\} \tag{2.2.5}
\end{equation*}
$$

for $T, T_{n} \geq 1$ with a constant $c=c(a, b)>0$, where the last bound tends to zero as $n \rightarrow \infty$. By Theorem 3.1.1 below, the convergence of the other integrals in (2.2.4) are ensured (see (3.1.5)-(3.1.7)). The limit in (2.1.1) therefore exists.

## 3 Main Results

### 3.1 Main Results

Letting $n \rightarrow \infty$, we have

$$
\begin{equation*}
\int_{a+i \infty}^{a} \frac{\zeta(s-1)}{F(s)} e^{z s} d s+\int_{L} \frac{\zeta(s-1)}{F(s)} e^{z s} d s+\int_{b}^{b+i \infty} \frac{\zeta(s-1)}{F(s)} e^{z s} d s=2 \pi i f(z, F), \tag{3.1.1}
\end{equation*}
$$

with $f(z, F)$ in (2.1.1). To evaluate the integral along the vertical line with $s=b+i t(t \geq 0)$, we prepare the Dirichlet series expansion of $\zeta(s-1) / F(s)$ for $\sigma>2$.
Definition 3.1.1 (p. 34 in [8]). For $\sigma>1$ and $F \in \mathcal{S}^{\text {poly }}$, we define the Dirichlet coefficients $\mu_{F}$ as follows :

$$
\begin{equation*}
\frac{1}{F(s)}=\sum_{n=1}^{\infty} \frac{\mu_{F}(n)}{n^{s}}=\prod_{p} \prod_{j=1}^{d}\left(1-\frac{\alpha_{j}(p)}{p^{s}}\right) . \tag{3.1.2}
\end{equation*}
$$

Remark 3.1.1 (p. 34 in [8]). By (3.1.2), $\left|\mu_{F}(n)\right| \leq \tau_{d}(n)$, where $\tau_{d}(n)$ is the divisor function of order $d$, so that $\zeta^{d}(s)=\sum_{n=1}^{\infty} \tau_{d}(n) / n^{s}$ for $\sigma>1$. In particular $\tau_{1}(n)=1$ for all $n$.

Using (3.1.2) in $\sigma>2$, we obtain

$$
\begin{equation*}
\frac{\zeta(s-1)}{F(s)}=\sum_{n=1}^{\infty} \frac{g(n)}{n^{s}}, \tag{3.1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
g(n)=\sum_{d \mid n} \mu_{F}(d) \frac{n}{d} \tag{3.1.4}
\end{equation*}
$$

Theorem 3.1.1 (Theorem4.1 in [3]). Let $\max \left\{-\frac{3}{2}, \frac{1}{2} \max \{\operatorname{Re} \rho<0\}\right\}<a<0, b>5 / 2$. Then, the function (2.1.1) is holomorphic on $\mathbb{H}$, and for $z \in \mathbb{H}$ the formula

$$
\begin{equation*}
2 \pi i f(z, F)=f_{1}(z, F)+f_{2}(z, F)-e^{b z} \sum_{n=1}^{\infty} \frac{g(n)}{n^{b}(z-\log n)}, \tag{3.1.5}
\end{equation*}
$$

is valid, where the functions

$$
\begin{gather*}
f_{1}(z, F)=\int_{a+i \infty}^{a} \frac{\zeta(s-1)}{F(s)} e^{s z} d s,  \tag{3.1.6}\\
f_{2}(z, F)=\int_{L} \frac{\zeta(s-1)}{F(s)} e^{s z} d s \tag{3.1.7}
\end{gather*}
$$

are holomorphic on $\mathbb{H}$ and on the whole z-plane, and the last term on the right is a meromorphic function on the whole $z$-plane with the poles at $z=\log n(n=1,2, \ldots)$.

We need not use the condition of $a$ which does not coincide the poles of $\Gamma(s+\mu) \Gamma(s-\mu)$ in proving of Theorem 3.1.1.

Theorem 3.1.2 (Theorem4.2 in [3]). For any $F \in \mathcal{S}^{\text {poly }}$ with $\left(r, \lambda_{j}\right)=(1,1)$ for all $j$ in (1.2.9) and $0 \leq \mu<1$, the function (2.1.1) has a meromorphic continuation to $y>-\pi$.

The $L$-functions associated with holomorphic cusp forms and Dedekind zeta functions of the imaginary quadratic fields are the examples of $F$ considered in Theorem 3.1.2. Letting

$$
\begin{equation*}
\mathbb{H}^{-}=\{z \in \mathbb{C}: \operatorname{Im} z<0\}, \tag{3.1.8}
\end{equation*}
$$

we next study the function, for $z \in \mathbb{H}^{-}$,

$$
\begin{equation*}
f^{-}(z, F)=\lim _{n \rightarrow \infty} \sum_{\substack{\rho \\-T_{n}<\operatorname{Im} \rho<0}} \frac{e^{\rho z} \zeta(\rho-1)}{F^{\prime}(\rho)} \tag{3.1.9}
\end{equation*}
$$

If there are trivial zeros of $F(s)$ on the imaginary axis in $\mathbb{H}^{-}$, they are incorporated in the summation. The existence of the limit on the right hand side of (3.1.9) is proved similarly to Fact 2.1.1.

Corollary 3.1.3 (Corollary 4.3 in [3]). For any $F \in \mathcal{S}^{\text {poly }}$ satisfying the same conditions as in Theorem 3.1.2, the function (3.1.9) has a meromorphic continuation to $y<\pi$.

Theorem 3.1.4 (Theorem4.4 in [3]). For any $F \in \mathcal{S}^{\text {poly }}$ satisfying the same conditions as in Theorem 3.1.2, the function (2.1.1) can be continued analytically to the whole $z$-plane. In addition to the condition as in Theorem 3.1.2, we assume that the Dirichlet series coefficients $a_{F}(n)$ of $F \in \mathcal{S}^{\text {poly }}$ is real-valued for all $n$. Then, the function (2.1.1) satisfies the functional equation

$$
\begin{equation*}
f(z, F)+\overline{f(\bar{z}, F)}=B(z, F), \tag{3.1.10}
\end{equation*}
$$

where

$$
\begin{equation*}
B(z, F)=\frac{1}{2 \pi i}\left(f_{1}(z, F)+f_{1}^{-}(z, F)\right)-\frac{e^{2 z}}{F(2)} \tag{3.1.11}
\end{equation*}
$$

for all $z \in \mathbb{C}$. Also, the function $f_{1}^{-}(z, F)$ is holomorphic on $\mathbb{H}^{-}$.

## 4 Motivation

Now, we mention the motivation for the main theorems in section 3. The author considered the Volterra integral equation for a remainder term in an asymptotic formula of an arithmetic function which satisfies the special conditions and the associated Euler totient function similar to [6]. The remainder term can be split into the arithmetic part which is a solution of the Volterra integral equation and the analytic part which is not the solution of it. It seems that J.Kaczorowski and K.Wiertelak used the functional equation (1.3.5) in Theorem1.3.2 in the proof of the $\Omega$-estimate for $E^{\mathrm{AN}}(x)$ in (1.1.10). It is not mentioned in [6] how use the functional equation (1.3.5) and it follows by repeating all steps in the proof of Theorem 1.1 in [7]. The author considers how to prove the $\Omega$-estimate on an analytic part for a remainder term in the asymptotic formula of the associated Euler totient function using the functional equation (3.1.10) similar to [6] which will be necessary mainly. The author could prove the functional equation (3.1.10) which will be necessary, but it does not hold for all function $F \in \mathcal{S}^{\text {poly }}$. Therefore, the author presents the results as Theorem 3.1.1, 3.1.2, 3.1.4 and Corollary 3.1.3 for the function $F$ which satisfies the conditions already explained. More details are written in [4].

## 5 Some auxiliary results on the Whittaker function

### 5.1 The definition for the Whittaker function and the integral expression

We introduce the Whittaker function $W_{\kappa, \mu}(z)$ (via the confluent hypergeometric function $\Psi(\alpha, \gamma ; z)$ below), which is necessary to prove our main theorems, and then prepare some auxiliary results, i.e.its integral expression and asymptotic expansions.
Definition 5.1.1 (The confluent hypergeometric function of the second kind ( [1])). Let $\Psi(\alpha, \gamma ; z)$ be the confluent hypergeometric function of the second kind defined by

$$
\begin{equation*}
\Psi(\alpha, \gamma ; z)=\frac{1}{\Gamma(\alpha)\left(e^{2 \pi i \alpha}-1\right)} \int_{\infty}^{(0+)} e^{-z w} w^{\alpha-1}(1+w)^{\gamma-\alpha-1} d w \tag{5.1.1}
\end{equation*}
$$

for any $(\alpha, \gamma) \in \mathbb{C}^{2}$ and for $|\arg z|<\pi$. Here the path of integration is a contour in the $w$-plane which consists of the upper real axis from $e^{0 \pi i} \infty$ to $e^{0 \pi i} \delta$ with a small $\delta>0$, the circle with the center $w=0$ and the radius $\delta$ through which arg $w$ varies from 0 to $2 \pi$, and the lower real axis from $e^{2 \pi i} \delta$ to $e^{2 \pi i} \infty$.
Definition 5.1.2 (The Whittaker function ([9])). The Whittaker function $W_{\kappa, \mu}(z)$, which has large applicability, e.g. in number theory and physics, is defined by

$$
\begin{equation*}
W_{\kappa, \mu}(z)=z^{\mu+1 / 2} e^{-z / 2} \Psi\left(\frac{1}{2}-\kappa+\mu, 2 \mu+1 ; z\right) \quad(|\arg z|<\pi), \tag{5.1.2}
\end{equation*}
$$

where (to avoid many-valuedness) the domain of $z$ is to be restricted in the $z$-plane cut along the negative real axis with $|\arg z|<\pi$.

Lemma 5.1.1 (Barnes type integral for the Whittaker function ( [13], [16])). The Barnes integral for $W_{\kappa, \mu}(z)$ asserts

$$
\begin{equation*}
W_{\kappa, \mu}(z)=\frac{e^{-z / 2} z^{\kappa}}{2 \pi i} \int_{c-\infty i}^{c+\infty i} \frac{\Gamma(s) \Gamma\left(-s-\kappa-\mu+\frac{1}{2}\right) \Gamma\left(-s-\kappa+\mu+\frac{1}{2}\right)}{\Gamma\left(-\kappa-\mu+\frac{1}{2}\right) \Gamma\left(-\kappa+\mu+\frac{1}{2}\right)} z^{s} d s, \tag{5.1.3}
\end{equation*}
$$

for $|\arg z|<\frac{3}{2} \pi$, and $\kappa \pm \mu+\frac{1}{2} \neq 0,1,2, \ldots$; the contour has loops if necessary so that the poles of $\Gamma(s)$ from those of $\Gamma\left(-s-\kappa-\mu+\frac{1}{2}\right) \Gamma\left(-s-\kappa+\mu+\frac{1}{2}\right)$ are on opposite sides of it.

In (5.1.3), it holds for all finite values of $c$ provided that the contour of integration can always be deformed so as to separate the poles $\Gamma(s)$ and those of the other $\Gamma$-factors. By Stirling's formula for $\Gamma(s)$ (cf. [5]), the integral in (5.1.3) represents a function of $z$ which is holomorphic at all points in the domain $|\arg z| \leq \frac{3}{2} \pi-\alpha$ with any small $\alpha>0$. The asymptotic expansions for $\Psi(\alpha ; \gamma ; z)$ as $z \rightarrow 0$ readily asserts the following proposition.

### 5.2 The asymptotic expansion

Proposition 5.2.1 (The asymptotic expansions for $\Psi(a ; b ; z)$ as $z \rightarrow 0([13]))$. We have the asymptotic expansions, as $z \rightarrow 0$ through $|\arg z|<\pi$,

$$
\begin{align*}
\Psi(a ; b ; z) & =\frac{\Gamma(b-1)}{\Gamma(a)} z^{1-b}+O\left(|z|^{\operatorname{Re} b-2}\right) \quad(\operatorname{Re} b \geq 2, b \neq 2),  \tag{5.2.1}\\
& =\frac{\Gamma(b-1)}{\Gamma(a)} z^{1-b}+O(|\log z|) \quad(b=2),  \tag{5.2.2}\\
& =\frac{\Gamma(b-1)}{\Gamma(a)} z^{1-b}+O(1) \quad(1<\operatorname{Re} b<2),  \tag{5.2.3}\\
& =\frac{\Gamma(1-b)}{\Gamma(1+a-b)}+\frac{\Gamma(b-1)}{\Gamma(a)} z^{1-b}+O(|z|) \quad(\operatorname{Re} b=1, b \neq 1),  \tag{5.2.4}\\
& =-\frac{1}{\Gamma(a)}\left\{\log z+\frac{\Gamma^{\prime}}{\Gamma}(a)+2 C_{0}\right\}+O(|z \log z|) \quad(b=1), \tag{5.2.5}
\end{align*}
$$

where $C_{0}$ is Euler's constant.
By the definition (5.1.2) and Proposition 5.2.1, we have the following asymptotic expansions as $z \rightarrow 0$ for $W_{\kappa, \mu}(z)$.
Proposition 5.2.2 (The asymptotic expansions in $z \rightarrow 0$ for $W_{\kappa, \mu}(z)$ ).

$$
\begin{align*}
W_{\kappa, \mu}(z) & =\frac{\Gamma(2 \mu)}{\Gamma\left(\frac{1}{2}+\mu-\kappa\right)} z^{1 / 2-\mu}+O\left(z^{3 / 2-\operatorname{Re} \mu}\right) \quad\left(\operatorname{Re} \mu \geq \frac{1}{2}, \mu \neq \frac{1}{2}\right),  \tag{5.2.6}\\
& =\frac{1}{\Gamma(1-\kappa)}+O(|z \log z|) \quad\left(\mu=\frac{1}{2}\right),  \tag{5.2.7}\\
& =\frac{\Gamma(2 \mu)}{\Gamma\left(\frac{1}{2}+\mu-\kappa\right)} z^{1 / 2-\mu}+O\left(|z|^{\operatorname{Re} \mu+1 / 2}\right) \quad\left(0<\operatorname{Re} \mu<\frac{1}{2}\right),  \tag{5.2.8}\\
& =\frac{\Gamma(-2 \mu)}{\Gamma\left(\frac{1}{2}-\mu-\kappa\right)} z^{\mu+1 / 2}+\frac{\Gamma(2 \mu)}{\Gamma\left(\mu+\frac{1}{2}-\kappa\right)} z^{-\mu+1 / 2}+O\left(|z|^{\operatorname{Re} \mu+3 / 2}\right) \quad(\operatorname{Re} \mu=0, \mu \neq 0),  \tag{5.2.9}\\
& =-\frac{z^{1 / 2}}{\Gamma\left(\frac{1}{2}-\kappa\right)}\left(\log z+\frac{\Gamma^{\prime}}{\Gamma}\left(\frac{1}{2}-\kappa\right)+2 C_{0}\right)+O\left(|z|^{3 / 2}|\log z|\right) \quad(\mu=0) . \tag{5.2.10}
\end{align*}
$$

## References

[1] A. Erdélyi (ed.), W. Magnas, F. Oberhettinger, F. G. Tricomi, Higher Transcendental Functions, Vol. I, McGraw-Hill, New York, 1953.
[2] H. Iwata, On the solution of the Volterra integral equation of second type for the error term in an asymptotic formula for arithmetic functions, Adv. Stud. Euro-Tbil. Math. J 15 (2022), 83-92.
[3] H. Iwata, On some analytic properties of a function associated with the Selberg class satisfying certain special conditions, arXiv : math. NT / 2301.03823.
[4] H. Iwata, An analytic approach to the remainder terms in the asymptotic formulas - the Volterra integral equation, the Whittaker function -, arXiv : math. NT / 2302.06779.
[5] A. Ivić, The Riemann-Zeta function, Dover Publ. Inc., Mineloa, New York, 1985.
[6] J. Kaczorowski, K. Wiertelak, Oscillations of the remainder term related to the Euler totient function, J. Number Theory 130 (2010), 2683-2700.
[7] J. Kaczorowski, K. Wiertelak, Smoothing arithmetic error terms:the case of the Euler $\varphi$ function, Math. Nachr. 283, No 11, (2010), 1637-1645.
[8] J. Kaczorowski, On a generalization of the Euler totient function, Monatsh. Math, 170 (2013), 27-48.
[9] N. N. Lebedev, Special Functions \& Their Applications Dover Publ. Inc., Mineola, New York 1972.
[10] H. L. Montgomery, Fluctuations in the mean of Euler's phi function, Proc. Indian Acad. Sci. Math. Sci. 97 (1-3) (1987), 239-245.
[11] A. Perelli, A survey of the Selberg class of $L$-functions, Part I, Milan J. math. 73 (2005), 19-52.
[12] M. Rekoś, On some complex explicit formulae connected with the Euler's $\varphi$ function. I, Funct. Approx. Comment. Math. 29 (2001), 113-124.
[13] L. J. Slater, Confluent Hypergeometric Functions, Cambridge University Press,1960.
[14] K. Srinivas, Distinct zeros of functions in the Selberg class, Acta Arith., 103.3 (2002), 201-207.
[15] A. Walfisz, Weylsche Exponentialsummen in der neueren Zahlentheorie, VEB Deutcher Verlag der Wiss., Berlin, 1963.
[16] E. T. Whittaker and G. N. Watson, A Course of Modern Analysis, 4th ed., Cambridge Univ. Press, 1927.


[^0]:    ＊E－mail：d18001q＠math．nagoya－u．ac．jp

