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#### Abstract

The ( $k, a$ )-generalized Fourier analysis is a far-reaching generalization of classical Fourier analysis developed by S. Ben Saïd, T. Kobayashi and B. Ørsted, where the parameter $k$ comes from Dunkl theory, and the parameter a comes from the "interpolation" of the two $s l(2, \mathbb{R})$ actions on the Weil representation of the metaplectic group and the minimal unitary representation of the conformal group. We will investigate the support of the generalized translation in $(k, a)$-generalized Fourier analysis of the functions supported in the balls centered at the origin for $a=1$ and 2 respectively, as well as the support of the measure associated to the spherical mean of the generalized translation operator.


## 1 Introduction

Dunkl theory is a far-reaching generalization of Fourier analysis and special function theory about root system $R$ with a rich structure parallel to ordinary Fourier analysis and ( $k, a$ )generalized Fourier analysis is a further far-reaching generalization of Dunkl theory. The study of Dunkl theory originates from a generalization of spherical harmonics, in which the finite reflection groups $G$ play the role of orthogonal group $O(N)$ in the classical theory of spherical harmonics. The Lebesgue measure $d x$, which is invariant under $O(N)$, is substituted by the Dunkl weight measure $d m_{k}(x)=h_{k}(x) d x$ which is invariant under the finite reflection group $G$ and parameterized by a multiplicity function $k$, where

$$
h_{k}(x)=\prod_{\alpha \in R}|\langle\alpha, x\rangle|^{k(\alpha)} .
$$

The Dunkl operator $T_{i}$ (see [4]) was constructed in such a way that the intersection of space of the homogeneous polynomials $P_{m}$ of degree $m$ with the kernel of the corresponding Laplacian $\triangle_{k}=\sum_{j=1}^{N} T_{j}^{2}$ is orthogonal to that of lower degree with respect to the Dunkl weight measure $d m_{k}$. And the restrictions of the spaces $\mathcal{H}_{k}^{m}\left(\mathbb{R}^{N}\right):=P_{m} \cap \operatorname{ker} \triangle_{k}, m=0,1, \cdots$ to the unit sphere $\mathbb{S}^{N-1}$ are called spherical $h$-harmonics. For the normalized root system $R$ such that $\langle\alpha, \alpha\rangle=2$ for all vectors $\alpha \in R$, the Dunkl Laplacian $\triangle_{k}$ has the following explicit expression $\triangle_{k}=D_{k}-E_{k}$, with

$$
D_{k}=\triangle f(x)+2 \sum_{\alpha \in R^{+}} k(\alpha) \frac{\langle\nabla f, \alpha\rangle}{\langle\alpha, x\rangle},
$$

where $\nabla$ is the Euclidean gradient and $R^{+}$is any fixed positive subsystem of $R$, and

$$
E_{k}=2 \sum_{\alpha \in R^{+}} k(\alpha) \frac{f(x)-f\left(\sigma_{\alpha}(x)\right)}{\langle\alpha, x\rangle^{2}}
$$

$D_{k}$ is the $G$-invariant part of the Dunkl Laplacian. The Dunkl operators commute pairwise and they are in substitute of the ordinary partial derivatives in classical analysis. The joint
eigenfunctions of Dunkl operators (or the eigenfunctions of the Dunkl Laplacian $\triangle_{k}$ ) take the place of the exponential functions in classical Fourier transform. The Dunkl transform was then defined correspondingly (see [5]) and has many similar properties with Fourier transform. The discovery of Dunkl operators also gave an explicit expression of the radial part of the Laplacian operator on a flat symmetric space unintentionally. Moreover, Dunkl theory has extensive application in algebra, probability theory and mathematical physics.

More recently, S. Ben Saïd, T. Kobayashi and B. Ørsted [2] gave a further far-reaching generalization of Dunkl theory by introducing a parameter $a>0$ arisen from the "interpolation" of two $s l(2, \mathbb{R})$ actions. The generalization was motivated by the definition of the classical Fourier transform on $L^{2}\left(\mathbb{R}^{N}\right)$ given by Howe [8], where the Fourier transform was defined using the harmonic oscillator $\mathbf{H}=:\left(\triangle-\|x\|^{2}\right) / 2$ as

$$
F:=e^{i \pi N / 4} \exp \left(\frac{\pi \mathrm{i}}{2} \mathbf{H}\right)
$$

In [2], the authors deformed the Dunkl harmonic oscillator $\triangle_{k}-\|x\|^{2}$ via the parameter $a$ such that the $(k, a)$-generalized harmonic oscillator $\triangle_{k, a}:=\|x\|^{2-a} \triangle_{k}-\|x\|^{a}$ is symmetric on the Hilbert space $L^{2}\left(\mathbb{R}^{N}, \vartheta_{k, a}(x) d x\right)$, where $\vartheta_{k, a}(x)=\|x\|^{a-2} h_{k}(x)$. In the case of $k \equiv 0$, such $a$-deformed harmonic oscillator is also a deformation of the operator $\|x\| \triangle-\|x\|$ studied by Kobayashi and Mano [9, 10]. The generalized Fourier transform was then defined via the ( $k, a$ )-generalized harmonic oscillator as

$$
F_{k, a}=e^{i \pi\left(\frac{2\langle k\rangle+N+a-2}{2 a}\right)} \exp \left(\frac{\pi i}{2 a} \triangle_{k, a}\right)
$$

It reduces to the classical Fourier transform when $k \equiv 0$ and $a=2$, to the Kobayashi-Mano Hankel transform [9, 10] when $k \equiv 0$ and $a=1$, and to the Dunkl transform [5] when $k \geq 0$ and $a=2$. By Schwartz kernel theorem, the $(k, a)$-generalized Fourier transform has the following integral representation (see [2, (5.8)])

$$
F_{k, a} f(\xi)=c_{k, a} \int_{\mathbb{R}^{N}} f(y) B_{k, a}(\xi, y) \vartheta_{k, a}(y) d y, \quad \xi \in \mathbb{R}^{N}
$$

where $c_{k, a}=\left(\int_{\mathbb{R}^{N}} \exp \left(-\|x\|^{a}\right) \vartheta_{k, a}(x) d x\right)^{-1}$ and $B_{k, a}(x, y)$ is a symmetric kernel. The integral kernel $B_{k, a}(x, y)$ of the $(k, a)$-generalized Fourier transform takes the place of the exponential function $e^{-i\langle x, y\rangle}$ in classical Fourier transform. It is the eigenfunction of the operator $\|x\|^{2-a} \triangle_{k}$ for any fixed $y$ (see [2, Theorem 5.7]), i.e.,

$$
\|x\|^{2-a} \Delta_{k}^{x} B_{k, a}(x, y)=-\|\xi\|^{a} B_{k, a}(x, y)
$$

So, we can consider the operator $\|x\|^{2-a} \Delta_{k}$ as the $a$-deformed Dunkl Laplacian in $(k, a)$ generalized Fourier analysis.

Assume $2\langle k\rangle+N+a-3 \geq 0$. For $a=\frac{2}{n}, n \in \mathbb{N}$, one can define the $(k, a)$-generalized translation on $L^{2}\left(\mathbb{R}^{N}, \vartheta_{k, a}(x) d x\right)$ as

$$
F_{k, a}\left(\tau_{y} f\right)(\xi):=B_{k, a}(y, \xi) F_{k, a}(f)(\xi), \quad \xi \in \mathbb{R}^{N}
$$

The above definition makes sense because for $a=\frac{2}{n}, n \in \mathbb{N}, F_{k, a}$ is an isometry on $L^{2}\left(\mathbb{R}^{N}\right.$, $\left.\vartheta_{k, a}(x) d x\right)$ from the inversion formula [2, Theorem 5.3], and in this case its integral kernel $B_{k, a}(x, y)$ is uniformly bounded by 1 (see [3]). In this case the ( $k, a$ )-generalized translation can also be written via an integral as

$$
\tau_{y} f(x)=c_{k, a} \int_{\mathbb{R}^{N}} B_{k, a}(x, \xi) B_{k, a}(y, \xi) F_{k, a}(f)(\xi) \vartheta_{k, a}(\xi) d \xi
$$

for $f \in \mathcal{L}_{k}^{1}\left(\mathbb{R}^{N}\right)$, where $\mathcal{L}_{k}^{1}\left(\mathbb{R}^{N}\right):=\left\{f \in L^{1}\left(\mathbb{R}^{N}, \vartheta_{k, a}(x) d x\right): F_{k, a}(f) \in L^{1}\left(\mathbb{R}^{N}, \vartheta_{k, a}(x) d x\right)\right\}$. This formula holds true on Schwartz space $\mathcal{S}\left(\mathbb{R}^{N}\right)$ since $\mathcal{S}\left(\mathbb{R}^{N}\right)$ is a subspace of $\mathcal{L}_{k}^{1}\left(\mathbb{R}^{N}\right)$.

For the two particular cases when $a=1$ and $a=2$ (the Dunkl case) assuming that $2\langle k\rangle+N+$ $a-3 \geq 0$ of $(k, a)$-generalized Fourier analysis, the analytic structure is much richer because we have the formula of the generalized translation operator for radial functions. The radial formula for $a=2$ was found by Rösler [11] and for $a=1$ that was found by S. Ben Saïd [1]. The case when $a=2$ (Dunkl theory) was intensively studied in the last twenty years and the study for case when $a=1$ is still at its infancy. The $(k, a)$-generalized translation $\tau_{x}$ corresponds to the classical translation operator $f \mapsto f(x-\cdot)$ for $a=1$, and corresponds to $f \mapsto f(x+\cdot)$ for $a=2$. This is because for $a=1$, the inversion formula of the generalized Fourier analysis is $F_{k, 1}^{-1}(f)=F_{k, 1}(f)$, and for $a=2$, the inversion formula is $\left(F_{k, 2}^{-1} f\right)(x)=\left(F_{k, 2} f\right)(-x)$ (see [2, Theorem 5.3]). We will focus on the two particular cases for $a=1$ and $a=2$ in this report, and investigate the support of the generalized translation for the two cases respectively.

## 2 The support of the generalized translation of $f$, supp $f=B(0, r)$

### 2.1 The case of $a=2$ (the Dunkl case)

The following is the formula of the Dunkl translation (the case of $a=2$ ) for radial functions

$$
\begin{equation*}
\tau_{x} f(-y)=\int_{\mathbb{R}^{N}}(\tilde{f} \circ A)(x, y, \eta) d \mu_{x}(\eta), x, y \in \mathbb{R}^{N} \tag{1}
\end{equation*}
$$

where $f(x)=\widetilde{f}(\|x\|)$ and

$$
A(x, y, \eta)=\sqrt{\|x\|^{2}+\|y\|^{2}-2\langle y, \eta\rangle}=\sqrt{\|x\|^{2}-\|\eta\|^{2}+\|y-\eta\|^{2}}
$$

It was first proved by Rösler [11] for Schwartz functions, and was then extended to all continuous radial functions in [6].

Denote $B(x, r)$ to be the closed ball $\left\{y \in \mathbb{R}^{N}:\|x-y\| \leq r\right\}$. We characterize the support of the the Dunkl translation of nonnegative radial functions on $L^{2}\left(m_{k}\right)$ in the following theorem.

Theorem 2.1. ([12]) If the multiplicity function $k>0$ and let $f$ be a nonnegative radial function on $L^{2}\left(m_{k}\right)$, supp $f=B(0, r)$, then for any $x \in \mathbb{R}^{N}$,

$$
\operatorname{supp} \tau_{x} f(-\cdot)=\bigcup_{g \in G} B(g x, r)
$$

Proof. Define the distance between the two orbits $G \cdot x$ and $G . y$ for $a=2$ as $d_{G}(x, y):=\min _{g \in G} \| g$. $y-x \|$. For the proof of $\operatorname{supp} \tau_{x} f \subseteq \bigcup_{g \in G} B(g x, r)$, we only need to notice that

$$
A(x, y, \eta) \geq d_{G}(x, y), \eta \in c o(G \cdot x)
$$

For the converse part $\bigcup_{g \in G} B(g x, r) \subseteq s u p p \tau_{x} f$, we prove the theorem for continuous nonnegative radial functions from the radial formula (2) first, and then prove for all nonnegative radial function on $L^{2}\left(\mathbb{R}^{N}, \vartheta_{k, 1}(x) d x\right)$.

### 2.2 The case of $a=1$

The following is the formula of the generalized translation for the case of $a=1$ for radial functions For any radial function $f \in \mathcal{S}\left(\mathbb{R}^{N}\right)$, i.e., $\tau_{y}$ can be expressed as follows (see [1])

$$
\begin{align*}
\tau_{y} f(x)= & \frac{\Gamma\left(\frac{N-1}{2}+\langle k\rangle\right)}{\sqrt{\pi} \Gamma\left(\frac{N-2}{2}+\langle k\rangle\right)} \times \\
& V_{k}\left(\int_{-1}^{1} f_{0}(\|x\|+\|y\|-\sqrt{2(\|x\|\|y\|+\langle\cdot, y\rangle)} u)\left(1-u^{2}\right)^{\frac{N}{2}+\langle k\rangle-2} d u\right)(x), \tag{2}
\end{align*}
$$

where $f(x)=f_{0}(\|x\|)$ and $\langle k\rangle+\frac{N-2}{2}>0$. This radial formula was prove for Schwartz dunctions in [1] and was then extended to all continuous radial functions in [13].

For $x, y \in \mathbb{R}^{N}$, define a function $d$ from $\mathbb{R}^{N} \times \mathbb{R}^{N}$ to $\mathbb{R}$ as

$$
\begin{aligned}
d(x, y): & =\sqrt{\|x\|+\|y\|-\sqrt{2(\|x\|\|y\|+\langle x, y\rangle)}} \\
& =\sqrt{\|x\|+\|y\|-2 \sqrt{\|x\|\|y\|} \cos \frac{\theta}{2}} \geq|\sqrt{\|x\|}-\sqrt{\|y\|}|
\end{aligned}
$$

where $\theta=\arccos \frac{\langle x, y\rangle}{\|x\|\|y\|}, 0 \leq \theta \leq \pi$. It was shown in [13] that the function $d(x, y)$ is a metric and $\left(\mathbb{R}^{N}, d\right)$ is a complete metric space. Denote $B(x, r)$ to be the ball $B(x, r):=$ $\left\{y \in \mathbb{R}^{N}: d(x, y) \leq r\right\}$. We can then give a characterization of support of the $(k, 1)$-generalized translation of a function supported in $B(0, r)=\left\{y \in \mathbb{R}^{N}: \sqrt{\|y\|} \leq r\right\}$ via the metric $d(x, y)$.
Theorem 2.2. ([13]) Let $f=f_{0}(\|\cdot\|)$ be a nonnegative radial function on $L^{2}\left(\mathbb{R}^{N}, \vartheta_{k, 1}(x) d x\right)$, supp $f=B(0, r)$, then

$$
\operatorname{supp} \tau_{x} f=\bigcup_{g \in G} B(g x, r)
$$

Proof. Define the distance between the two orbits $G$.x and $G . y$ for $a=1$ as $d_{G}(x, y):=$ $\min _{g \in G} d(g x, y)$. For the proof of $\operatorname{supp} \tau_{x} f \subseteq \bigcup_{g \in G} B(g x, r)$, we only need to notice that

$$
\sqrt{\|x\|+\|y\|-\sqrt{2(\|x\|\|y\|+\langle\eta, y\rangle)}} u \geq d_{G}(x, y), \eta \in c o(G . x), u \in[-1,1] .
$$

For the converse part $\bigcup_{g \in G} B(g x, r) \subseteq \operatorname{supp} \tau_{x} f$, we prove the theorem for continuous nonnegative radial functions from the radial formula (2) first, and then prove for all nonnegative radial function on $L^{2}\left(\mathbb{R}^{N}, \vartheta_{k, 1}(x) d x\right)$.

## 3 The support of the measure associated to spherical mean

We conjecture the product formula of the integral kernels of the $(k, a)$-generalized Fourier transform

$$
B_{k, a}(x, z) B_{k, a}(y, z)=\int_{\mathbb{R}^{N}} B_{k, a}(\xi, z) d \nu_{x, y}^{k, a}(\xi), z \in \mathbb{C}^{N}
$$

where the measures $d \nu_{x, y}^{k, a}$ are signed Borel measures on $\mathbb{R}^{N}$. This implies the following integral representation of the $(k, a)$-generalized translation

$$
\tau_{x} f(y)=\int_{\mathbb{R}^{N}} f(\xi) d \nu_{x, y}^{k, a}(\xi)
$$

In the following we denote $\tau_{x} f(y)=: f(x * y)$ for convenience because it has the property $\tau_{x} f(y)=\tau_{y} f(x)$. Then we can define

$$
B_{k, a}(x * y, z):=B_{k, a}(x, z) B_{k, a}(y, z)
$$

from the above.
The generalized spherical mean operator $f \mapsto M_{f}$ on $C^{\infty}\left(\mathbb{R}^{N}\right)$ is defined as

$$
M_{f}(x, t):=\frac{1}{d_{k, a}} \int_{\mathbb{S}^{N-1}} f(x * t y) \vartheta_{k, a}(y) d \sigma(y), \quad\left(x \in \mathbb{R}^{N}, t \geq 0\right)
$$

where $d \sigma$ is the spherical measure and $d_{k, a}=\int_{\mathbb{S}^{N-1}} \vartheta_{k, a}(x) d \sigma(x)$.
Proposition 3.1. ([7, Proposition 5.7]) If $x, y \in \mathbb{R}^{d}, x=\rho x^{\prime}, y=v y^{\prime}$, then

$$
\frac{1}{d_{k, a}} \int_{\mathbb{S}^{d-1}} B_{k, a}\left(x, v y^{\prime}\right) p\left(y^{\prime}\right) \vartheta_{k, a}(x) d \sigma\left(y^{\prime}\right)=\frac{e^{-\frac{i \pi m}{a}} \Gamma\left(\lambda_{a}+1\right)}{a^{2 m / a} \Gamma\left(\lambda_{k, a, m}+1\right)} v^{m} j_{\lambda_{k, a, m}}\left(\frac{2}{a}(\rho v)^{a / 2}\right) p(x),
$$

where $p$ is a polynomial of degree $m$ and $j_{\lambda_{k, a, m}}(z)$ is the Bessel function.
For $f$ to be $B_{k, a}(\cdot, z)$ with $z \in \mathbb{R}^{N}$, from Proposition 3.1,

$$
\begin{equation*}
M_{f}(x, t)=B_{k, a}(x, z) j_{\lambda_{a}}\left(\frac{2}{a}|t z|^{a / 2}\right) \tag{3}
\end{equation*}
$$

And for $f \in \mathcal{S}\left(\mathbb{R}^{N}\right)$,

$$
\begin{align*}
M_{f}(x, t) & =\frac{c_{k, a}}{d_{k, a}} \int_{\mathbb{S}^{N-1}}\left(\int_{\mathbb{R}^{N}} B_{k, a}(x, \xi) B_{k, a}(t y, \xi) F_{k, a}(f)(\xi) \vartheta_{k, a}(\xi) d \xi\right) \vartheta_{k, a}(y) d \sigma(y) \\
& =\frac{c_{k, a}}{d_{k, a}} \int_{\mathbb{R}^{N}} B_{k, a}(x, \xi) F_{k, a}(f)(\xi) \vartheta_{k, a}(\xi) d \xi \int_{\mathbb{S}^{N-1}} B_{k, a}(t y, \xi) \vartheta_{k, a}(y) d \sigma(y) \\
& =c_{k, a} \int_{\mathbb{R}^{N}} B_{k, a}(x, \xi) j_{\lambda_{a}}\left(\frac{2}{a}|t \xi|^{a / 2}\right) F_{k, a}(f)(\xi) \vartheta_{k, a}(\xi) d \xi \tag{4}
\end{align*}
$$

For $\alpha \geq-1 / 2$, denote by $A_{\alpha}^{t}$ the singular Sturm-Liouville operator

$$
A_{\alpha}^{t}:=\partial_{t}^{2}+\frac{2 \alpha+1}{t} \partial_{t}, t>0
$$

For fixed $z \in \mathbb{C}$, the Bessel functions $j_{\alpha}(t z)$ are eigenfunctions of the Sturm-Liouville operator (see [11]). By substituting $t$ by $\sqrt{\frac{2}{a}} t^{\frac{a}{2}}$, we get the $a$-deformed Sturm-Liouville operator

$$
\begin{aligned}
A_{a, \alpha}^{t} & =\frac{2}{a}\left(\frac{1}{t^{a-2}} \partial_{t}^{2}+\left(1-\frac{a}{2}\right) \frac{1}{t^{a-1}} \partial_{t}\right)+\frac{2 \alpha+1}{t^{a-1}} \partial_{t} \\
& =\frac{2}{a}\left(\frac{1}{t^{a-2}} \partial_{t}^{2}+\frac{a \alpha+1}{t^{a-1}} \partial_{t}\right)
\end{aligned}
$$

And for fixed $z \in \mathbb{C}$, the Bessel functions $j_{\alpha}\left(\frac{2}{a}(t z)^{a / 2}\right)$ are eigenfunctions of the $a$-deformed Sturm-Liouville operator, i.e.,

$$
A_{a, \alpha}^{t} j_{\alpha}\left(\frac{2}{a}(t z)^{a / 2}\right)=-\frac{2}{a} z^{a} j_{\alpha}\left(\frac{2}{a}(t z)^{a / 2}\right)
$$

Therefore, $u=M_{f}(x, t)$ is the solution of the equation for the Darboux-type differentialreflection operator $2\|x\|^{2-a} \Delta_{k}^{x}-a A_{a, \lambda_{a}}^{t}$,

$$
\begin{align*}
& \left(2\|x\|^{2-a} \Delta_{k}^{x}-a A_{a, \lambda_{a}}^{t}\right) u=0 \quad \text { in } \mathbb{R}^{N} \times \mathbb{R}_{+}  \tag{5}\\
& u(x, 0)=f(x), u_{t}(x, 0)=0 \quad \text { for all } x \in \mathbb{R}^{N}
\end{align*}
$$

as $B_{k, a}(x, \cdot)$ is eigenfunction of the operator $\|x\|^{2-a} \triangle_{k}^{x}$.
For fixed $x \in \mathbb{R}^{N}$ and $t \geq 0$, consider the linear functional

$$
\Phi_{x, t}: f \mapsto M_{f}(x, t)
$$

It is represented by a compactly supported measure $\sigma_{x, t}^{k, a} \in M^{1}\left(\mathbb{R}^{N}\right)$, where $M^{1}\left(\mathbb{R}^{N}\right)$ stand for the spaces of regular bounded complex Borel measures on $\mathbb{R}^{N}$,

$$
\begin{equation*}
M_{f}(x, t)=\int_{\mathbb{R}^{N}} f d \sigma_{x, t}^{k, a} \quad \text { for all } f \in C^{\infty}\left(\mathbb{R}^{N}\right) \tag{6}
\end{equation*}
$$

From (3) and (4), (6) is equivalent to the following product formula

$$
B_{k, a}(x, z) j_{\lambda_{a}}\left(\frac{2}{a} t|z|^{a / 2}\right)=\int_{\mathbb{R}^{N}} B_{k, a}(\xi, z) d \sigma_{x, t}^{k, a}(\xi)
$$

We will investigate the support of the measure for $\sigma_{x, t}^{k, a}$ the case of $a=2$ and $a=1$ respectively.

### 3.1 The case of $a=2$ (the Dunkl case)

We consider the domain of dependence of the wave equation associated to the $G$-invariant part $D_{k}$ of the Dunkl Laplacian $\triangle_{k}$. Denote

$$
C\left(x_{0}, t_{0}\right)=\left\{(x, t) \in \mathbb{R}^{N} \times \mathbb{R}_{+}:\left|x-x_{0}\right| \leq t_{0}-t\right\}
$$

to be the wave cone. The following theorem shows that $C\left(x_{0}, t_{0}\right)$ is the domain of dependence of the wave equation. That is to say, the values in $C\left(x_{0}, t_{0}\right)$ of the solution $u$ depend only on the initial values for $t=0$ of $u$ and $u_{t}$ in $\left|x-x_{0}\right| \leq t_{0}$, regardless of the perturbation of the values outside of $\left|x-x_{0}\right| \leq t_{0}$.

Theorem 3.2. (see [11, Theorem 4.4]) Suppose that $u$ is a $C^{2}$-solution of the wave equation $\left(D_{k}-\partial_{t}^{2}\right) u=0$, defined in the cone $C\left(x_{0}, t_{0}\right)$ and satisfying

$$
u_{t}(x, 0)=u(x, 0)=0 \quad \text { for all } x \in \mathbb{R}^{N} \text { with }\left|x-x_{0}\right| \leq t_{0}
$$

Then $u$ vanishes in $C\left(x_{0}, t_{0}\right)$.
Proof. Energy method.
We can then characterize the support of the measure associated to the spherical mean for $a=2$.

Theorem 3.3. (see [11, Theorem 4.1] For $a=2$, the support of the measure $\sigma_{x, t}^{k}$ associated to $M_{f}(x, t)$ satisfies

$$
\operatorname{supp} \sigma_{x, t}^{k} \subseteq K(x, t):=\bigcup_{g \in G}\left\{\xi \in \mathbb{R}^{N}:|\xi-g x| \leq t\right\}
$$

Sketch of the Proof. We involve the Riemann-Liouville transform with parameter $\alpha>-1 / 2$ on $\mathbb{R}_{+}$. It is given by

$$
\begin{equation*}
\mathcal{R}_{\alpha} f(t)=\frac{2 \Gamma(\alpha+1)}{\Gamma(1 / 2) \Gamma(\alpha+1 / 2)} \int_{0}^{1} f(s t)\left(1-s^{2}\right)^{\alpha-1 / 2} d s \tag{7}
\end{equation*}
$$

for $f \in C^{\infty}\left(\mathbb{R}_{+}\right)$, see [?]. The operator $\mathcal{R}_{\alpha}$ satisfies the intertwining property

$$
\begin{equation*}
A_{\alpha} \mathcal{R}_{\alpha}=\mathcal{R}_{\alpha} \frac{d^{2}}{d t^{2}} \tag{8}
\end{equation*}
$$

Put $u_{f}(x, t):=\left(\mathcal{R}_{\lambda}^{t}\right)^{-1} M_{f}(x, t)$, which is still $G$-invariant with respect to $x$. Then according to (5) and the above intertwining property, $u=u_{f}$ belongs to $C^{\infty}\left(\mathbb{R}^{N} \times \mathbb{R}_{+}\right)$and solves the initial value problem

$$
\begin{align*}
& \left(D_{k}-\partial_{t}^{2}\right) u=0 \quad \text { in } \mathbb{R}^{N} \times \mathbb{R}_{+} \\
& u(x, 0)=f(x), u_{t}(x, 0)=0 \quad \text { for all } x \in \mathbb{R}^{N} \tag{9}
\end{align*}
$$

Now suppose in addition that supp $f \cap K(x, t)=\emptyset$. Then Theorem 3.4 implies that $u_{f}(x, s)=0$ for all $0 \leq s \leq t$. From the explicit form (7) of the Riemann-Liouville transform $\mathcal{R}_{\lambda}$ we further deduce that

$$
\int_{\mathbb{R}^{N}} f d \widetilde{\sigma}_{x, t}^{k}=M_{f}(x, t)=\mathcal{R}_{\lambda}^{t} u_{f}(x, t)=0
$$

### 3.2 The case of $a=1$ (Ongoing work)

Domain of dependence. Consider a class of special second-order linear partial differential equations of the form

$$
\begin{equation*}
u_{t t}+L u=0 \quad\left(x \in \mathbb{R}^{N}, t>0\right) \tag{10}
\end{equation*}
$$

where $L$ has the special form

$$
L u=-\sum_{i, j=1}^{N} a^{i j}(x) D_{i j} u
$$

with smooth symmetric coefficients $\left(a^{i j}(x)\right)$ satisfying uniform ellipticity condition on $\mathbb{R}^{N}$. In this case, we say the operator $\partial_{t t}+L$ is uniformly hyperbolic.

Let $q(x)$ be a continuous function on $\mathbb{R}^{N}$, positive and smooth in $\mathbb{R}^{N} \backslash\left\{x_{0}\right\}$ and $q\left(x_{0}\right)=0$, and assume that

$$
\sum_{i, j=1}^{N} a^{i j}(x) D_{i} q(x) D_{j} q(x) \leq 1, x \in \mathbb{R}^{N} \backslash\left\{x_{0}\right\}
$$

Consider the curved backward cone

$$
C\left(x_{0}, t_{0}\right)=\left\{(x, t) \in \mathbb{R}^{N} \times \mathbb{R}_{+}: q(x) \leq t_{0}-t\right\} .
$$

Then it is well known in PDE that $C\left(x_{0}, t_{0}\right)$ is the domain of dependence of the hyperbolic equation (10). Now let $L=\|x\| \triangle$ and $q(x)=\sqrt{\|x\|+\left\|x_{0}\right\|-\sqrt{2\left(\|x\|\left\|x_{0}\right\|+\left\langle x, x_{0}\right\rangle\right)}}$. Then it can be verified that

$$
\sum_{i=1}^{N}\|x\| D_{i} q(x) D_{i} q(x)=1, x \in \mathbb{R}^{N} \backslash\left\{x_{0}\right\} .
$$

And so

$$
C\left(x_{0}, t_{0}\right)=\left\{(x, t) \in \mathbb{R}^{N} \times \mathbb{R}_{+}: d\left(x, x_{0}\right) \leq t_{0}-t\right\}
$$

where $d\left(x, x_{0}\right)=\sqrt{\|x\|+\left\|x_{0}\right\|-\sqrt{2\left(\|x\|\left\|x_{0}\right\|+\left\langle x, x_{0}\right\rangle\right)}}$, is the domain of dependence of the hyperbolic equation (10) for $L=\|x\| \Delta$.

Now we consider the domain of dependence hyperbolic equation (10) for the deformed Dunkl Laplacian $\|x\| \triangle_{k}$ in ( $k, 1$ )-generalized Fourier analysis.
Theorem 3.4. Let $u$ be a smooth solution to the wave equation $u_{t t}+\|x\| \triangle_{k} u=0 \quad\left(x \in \mathbb{R}^{N}, t>\right.$ 0 ). If $u_{t}(x, 0)=u(x, 0)=0$ for all $x \in \mathbb{R}^{N}$ with $d\left(x, x_{0}\right) \leq t_{0}$. Then $u$ vanishes in $C\left(x_{0}, t_{0}\right)$.

Proof. The proof is still ongoing. It will be given via a modification of the energy method for the hyperbolic equation (10).

We can then characterize the support of the measure associated to the spherical mean for $a=1$.

Theorem 3.5. For $a=1$, the support of the measure $\sigma_{x, t}^{k}$ associated to $M_{f}(x, t)$ satisfies

$$
\operatorname{supp} \sigma_{x, t}^{k} \subseteq K(x, \sqrt{2 t}),
$$

where

$$
K(x, t):=\bigcup_{g \in G}\left\{\xi \in \mathbb{R}^{N}: d(\xi, g x) \leq t\right\}
$$

and $d(x, y)=\sqrt{\|x\|+\|y\|-\sqrt{2(\|x\|\|y\|+\langle x, y\rangle)}}$.
Sketch of the Proof. The proof is ongoing. We substitude $t$ by $\sqrt{2 t}\left(\sqrt{\frac{2}{a}} t \frac{a}{2}\right.$ for $\left.a=1\right)$ in (8)

$$
A_{1, \alpha} \mathcal{R}_{\alpha}=\mathcal{R}_{\alpha}\left(2 t \frac{d^{2}}{d t^{2}}+\frac{d}{d t}\right)
$$

Put $u_{f}(x, t):=\left(\mathcal{R}_{\lambda}^{t}\right)^{-1} M_{f}(x, t)$. It is $G$-invariant with respect to $x$. Then according to (5) and the above intertwining property, $u=u_{f}$ belongs to $C^{\infty}\left(\mathbb{R}^{N} \times \mathbb{R}_{+}\right)$and solves the initial value problem

$$
\begin{align*}
& \left(\|x\| \Delta_{k}-\left(2 t \partial_{t}^{2}+\partial_{t}\right)\right) u=0 \quad \text { in } \mathbb{R}^{N} \times \mathbb{R}_{+} ; \\
& u(x, 0)=f(x),\left(2 t u_{t t}+u_{t}\right)(x, 0)=0 \quad \text { for all } x \in \mathbb{R}^{N} . \tag{11}
\end{align*}
$$

Now suppose in addition that supp $f \cap K(x, \sqrt{2 t})=\emptyset$. Then Theorem 3.4 implies that $u_{f}(x, s)=$ 0 for all $0 \leq \sqrt{2 s} \leq \sqrt{2 t}$. From the explicit form (7) of the Riemann-Liouville transform $\mathcal{R}_{\lambda}$ we further deduce that

$$
\int_{\mathbb{R}^{N}} f d \widetilde{\sigma}_{x, t}^{k}=M_{f}(x, t)=\mathcal{R}_{\lambda}^{t} u_{f}(x, t)=0
$$

## References

[1] S. Ben Saïd, L. Deleaval, Translation Operator and Maximal Function for the ( $k, 1$ )Generalized Fourier Transform, Journal of Functional Analysis, vol. 279, no. 8 (2020), 108706.
[2] S. Ben Saïd, T. Kobayashi and B. Ørsted, Laguerre semigroup and Dunkl operators, Compos. Math., 148(4)(2012), 1265-1336.
[3] D. Constales, H. De Bie and P. Lian, Explicit formulas for the Dunkl dihedral kernel and the ( $k, a$ )-generalized Fourier kernel, J. Math. Anal. Appl. 460(2) (2018) 900-926
[4] C.F. Dunkl, Differential-difference operators associated to reflection groups, Trans. Amer. Math. Soc., 311, no. 1(1989), 167-183.
[5] C.F. Dunkl, Hankel transforms associated to finite reflection groups, Hypergeometric Functions on Domains of Positivity, Jack Polynomials, and Applications, Proceedings of an AMS Special Session Held March 22-23, 1991 in Tampa, Florida, Vol. 138, p. 123, American Mathematical Soc..
[6] F. Dai, H. Wang, A transference theorem for the Dunkl transform and its applications, J. Funct. Anal. 258.12(2010), 4052-4074.
[7] D.V. Gorbachev, V.I. Ivanov, S.Yu. Tikhonov, On the kernel of the ( $\kappa, a$ )-generalized Fourier transform, arXiv:2210.15730.
[8] R. Howe, The oscillator semigroup. The mathematical heritage of Hermann Weyl (Durham, NC, 1987), 61-132, Proc. Sympos. Pure Math., 48, Amer. Math. Soc., Providence, RI, 1988.
[9] T. Kobayashi, G. Mano, The inversion formula and holomorphic extension of the minimal representation of the conformal group, Harmonic Analysis, Group Representations, Automorphic Forms and Invariant Theory: In honor of Roger Howe, (eds. J. S. Li, E. C. Tan, N. Wallach and C. B. Zhu), World Scientific(2007), 159-223.
[10] T. Kobayashi, G. Mano, The Schrödinger model for the minimal representation of the indefinite orthogonal group $O(p, q)$, Mem. Amer. Math. Soc. 213(1000), 2011.
[11] M. Rösler, Positivity of Dunkl's intertwining operator. Duke Mathematical Journal, vol. 98, no. 3 (1999) pp. 445-463.
[12] W. Teng, Dunkl translations, Dunkl-type BMO space and Riesz transforms for the Dunkl transform on $L^{\infty}$, Funct Anal Its Appl 55, 304-315 (2021).
[13] W. Teng, Imaginary powers of -generalized harmonic oscillator, Complex Anal. Oper. Theory 16,89 (2022).

