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Abstract

We discuss the difference between two mathematical models of data-diffusion; the deterministic

and stochastic models. These are given by a nonlinear reaction-diffusion equation and a multi-

dimensional jump Markov processes. In this paper, we classify the limiting behavior of difference

between two models, and show that the law of large numbers and central limit theorem holds

for these models.

1 Introduction.

Data spread on large network attracts many researchers, and there are many theoretical analysis

using SIS, SIR or SIRS models mainly analyzed by the system of ordinary differential equations [9].

They were modeled by the transitions of the node states; (1) having no information (denoted by S), (2)

spreading information (denoted by I), and (3) having information but not spreading (denoted by R).

There are two problems for these models. First, although these models can be applied to data-diffusion

in complex networks, the node has only limited couple of states. Second, these analysis assume that,

even though the network size increases, the transition rate is always inversely proportional to its size

because they use the mean-field approach. We see many stochastic events such as blog flamings, which

could not be modeled by deterministic model. Our study presents a solution for these problems by

building a space-jump Markov processes for large network, and we find two regimes; one leads the

deterministic and one leads stochastic limits.

The first study of a Markov model converging to its differential equation was introduced by Kurtz

[7, 8]. He compared a sequence of Markov pure jump processes with the deterministic model which is

given by ordinary differential equations. In 1980, Arnold and Theodosopulu [1] constructed a space-

time jump Markov process XN (t, r), which is the stochastic model of chemical reaction, as follows; a

simple random walk on discrete torus Z/NZ with diffusion rate proportional to N2, where N is the

number of sites the random walk can visit, and dividing the number of particles by the particle size

parameter l > 0 is proportional to the initial number of particles placed in each sites. Moreover, they

compared it with the deterministic model u(t, r) given by a heat equation ∂tu(t, r) = ∆u(t, r), and

proved that the law of large numbers holds for these models.

This work was advanced by Blount [2, 3] with the periodic boundary condition. He added the reac-

tion term as birth and death processes (see Either and Kurtz[5]) to the above models, and compared



the two models by some norms, in particular the norm on the Hilbert distribution space Hα. For a

linear reaction case, it was proved that law of large numbers (LLN) and central limit theorem (CLT)

hold in the particular regimes of index α and parameter l in Blount [2]. The nonlinear reaction case

was also proved in Blount [3].

From Hutson et.al [6], we consider the following reaction-diffusion equation which is a space-

homogeneous,

d

dt
u(t, r) =

∫ 1

0

u(t, r′)dr′ − u(t, r) +R(u(t, r)) (1.1)

where R(x) denote a polynomial with degree m ≥ 1. Let XN (t, r) be the stochastic model of data-

diffusion which is composed by the simple random walk. It can move everywhere on discrete torus

Z/NZ with the rate proportional to N−1. For a linear case (m = 1), we could prove that

sup
[0,T ]

∥XN (t)− u(t)∥∞ → 0

in probability if log(N/l) → 1 as N → ∞. Also, the rescaled difference

√
l
(
XN (t)− uN (t)

)
converges to the Ornstein-Uhlenbeck process in distribution on skorokhod space D([0, T ];L2) if
√
l/N → 0 as N → ∞. These results implies that, depending on the growth speed of transition

rate with respect to the network size, we may differentiate the use of deterministic reaction-diffusion

equation and stochastic differential equation. In this paper, we extend this result to a nonlinear case

m ≥ 2. For T > 0, under the assumptions of initial value and parameter l, we show that

sup
[0,T ]

l1/4∥XN (t)− u(t)∥2 → 0

in probability if l1/4/N → 0 as N → ∞, where ∥ · ∥2 is the L2[0, 1]-norm, and the same result as linear

case holds, that is,

√
l
(
XN (t)− u(t)

)
converges to the Ornstein-Uhlenbeck process in distribution on D([0, T ];L2) if l1/4/N → 0 as N → ∞.

The rest of the paper is organized as follows. In Section 2, we introduce the deterministic model of

data-diffusion given by the (1.1) with a periodic boundary condition. In Section 3, we construct the

stochastic model of data-diffusion on a discrete torus Z/NZ. Finally, in Section 4, we introduce the

main results.

2 The deterministic model.

For x ∈ R, let b(x) and d(x) be polynomials with nonnegative coefficients, degree less than m, and

d(0) = 0. The functions b(x) and d(x) represent birth and death rate of data-particles, respectively.



Assume m ≥ 2. We consider the following reaction-diffusion equation
d

dt
u(t, r) =

∫ 1

0

u(t, r′)dr′ − u(t, r) +R (u(t, r)) ,

u(t, 0) = u(t, 1),

0 ≤ u(0, r) = u0(r) ∈ C
(
[0, 1]

)
,

(2.1)

where R(x) = b(x) − d(x) =
∑m

j=0 cjx
j with c1 < 0 and cj ≥ 0 if j ̸= 1. For sufficiently large ρ,

suppose that R(x) < 0 for x > ρ and R′(ρ) < 0. Then, by the basic semigroup theorys (cf. Pazy [10]),

there exists a mild solution u(t, r) ∈ C
(
[0, T ];C

(
[0, 1]

))
such that 0 < u(t, r) ≤ ρ for t ∈ [0, T ].

3 The stochastic model.

Given 1 ≤ N ∈ N and l > 0 as the network size and data-particle size. Let HN be the space of real

valued step-functions on [0, 1] which are constant on [kN−1, (k + 1)N−1), 0 ≤ k ≤ N − 1, and define

an operator AN by ANf(r) = 1
N

∑N−1
i=0 f(r + iN−1) − f(r) for f ∈ HN . Note that this operator is

obtained by discretizing the torus in (2.1).

Let nk(t) be the number of data-particles in k-th site on Z/NZ at time t and let n(t) =

(n0, · · · , nN−1(t)) be the state of a multi-dimensional Markov chain at time t, and transition rates

given by  n → n(i:+1,k:−1) = (· · · , ni + 1, · · · , nk − 1, · · · ) at rate nkN
−1,

n → n(k:+1) = (· · · , nk + 1, · · · ) at rate lb(nkl
−1),

n → n(k:−1) = (· · · , nk − 1, · · · ) at rate ld(nkl
−1),

for i ∈ {0, 1, · · · , k − 1, k + 1, · · · , N − 1}. Here nN = n0 and n−1 = nN−1. We set n(t) to be a cádlág

process defined on some probability space.

Let FN
t be the completion of the σ-algebra σ(n(s); s ≤ t) and let Λn(t) = n(t)−n(t−) be the jump

at time t. Suppose that τ is an FN
t -stopping time such that

sup
[0,T ]

sup
k
1{τ>0}nk(t ∧ τ) ≤ M(T,N, l) < ∞,

for all T > 0, then we obtain as in [2];

Lemma 3.1.

nk(t ∧ τ)− nk(0)−
∫ t∧τ

0

1

N

N−1∑
i=0

(ni(s)− nk(s))ds−
∫ t∧τ

0

lR(nk(s)l
−1)ds

is a mean 0 martingale. This formula is the amount of data change accumulated in [0, t ∧ τ ] at k-th

site.

Let XN (t) be the HN -valued Markov process defined as

XN (t, r) = nk(t)l
−1 for r ∈ [kN−1, (k + 1)N−1).

Then from lemma 3.1, we can write

XN (t) = XN (0) +

∫ t

0

ANXN (s)ds+

∫ t

0

R
(
XN (s)

)
ds+ ZN (t),

where ZN (t ∧ τ) is an HN -valued martingale.



Figure1 Difference of two models and simple interpretation of notations; X
N

represents the

function stating from a value of XN at some time t, and moves deterministically afterwards.

4 Main results.

In this section, we compare the deterministic model u(t) and stochastic model XN (t). We give

some notation. Let V N (t) =
√
l(XN (t) − u(t)), and let MN (t) =

√
lZN (t) (see Figure1). Define

the operator A as Af(r) =

∫ 1

0

f(r′)dr′ − f(r) for f ∈ L2[0, 1]. From Curtain and Pritcchard [4], we

can construct the evolution operator U(t, s) generated by time dependent operator A+R′(u(t)). The

evolution operator is one of method for solving the differential equations which has time dependent

coefficients. The followings are main results in this talk;

Theorem 4.1. Assume

(a) l1/4/N → 0,

(b) l1/4∥XN (0)− u(0)∥2 → 0 in probability as N → ∞.

Then for T > 0,

sup
[0,T ]

l1/4∥XN (t)− u(t)∥2 → 0 in probability.

Theorem 4.2. In addition to the assumption of Theorem 4.1, assume V N (0) → V0 in distribution

on L2. Then there exists a unique Gaussian process M(t) such that

(i) V N (t) converges to the Ornstein-Uhlenbeck process V (t) in distribution on DL2 [0, T ] where

V (t) = U(t, 0)V0 +

∫ t

0

U(t, s)dM(s)

is the mild solution of the stochastic differential equation

dV (t) =
(
A+R′(u(t))

)
V (t)dt+ dM(t), V (0) = V0.

(ii) (V N (0),MN ) → (V0,M) in distribution on L2[0, 1]×DL2 [0,∞).



Through the above theorems, data-diffusion can be distinguished the cases when they are modeled

by either the reaction-diffusion equation or stochastic differential equation.
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