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A combinatorial problem from an algebraic identity

Kostka matrix: K = (K u)xu-n . Where
Ky, = #{SSYT shape A, content 1i}.

Theorem (Egecioglu—Remmel '90)
(K™un =Y _sen(T),
T

where the sum is over the set of special rim hook tableaux of
content . and shape \.

ER’s proof is that their combinatorial interpretation satisfies the
same recurrence as K 1.
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A combinatorial problem from an algebraic identity

Kostka matrix: K = (K u)xu-n . Where
Ky, = #{SSYT shape A, content 1i}.

Theorem (Egecioglu—Remmel '90)

(K™)ux =D _sen(T),
T

where the sum is over the set of special rim hook tableaux of
content . and shape \.

ER’s proof is that their combinatorial interpretation satisfies the
same recurrence as K 1.

ER gave a combinatorial proof of KK~ = /.

Problem (Egecioglu—Remmel '90)

Show combinatorially that K™K = I.
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Previous Work on K~1K = |

Sagan—Lee (2006): Overlapping rooted special rim-hook tableaux
(only for standard Young tableaux)
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Loehr—Mendes (2006): Bijective matrix algebra method of
converting ER proof of KK~1 =/
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Our approach

Symmetric functions:

Sym = @nzo Symn = C[hl, h2, . ]

Sym,, bases (partitions): homogeneous hy, Schur sy
Sym identity: h, = >\, KxuSx

Sym problem: Prove K=K = I combinatorially.
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Our approach

Symmetric functions:

Sym = @nzo Sym,, = C[hl, h2, .. ]

Sym,, bases (partitions): homogeneous hy, Schur s
Sym identity: h, = >\, K uSx

Sym problem: Prove K~1K = | combinatorially.

Noncommutative symmetric functions:
NSym = P,,.oNSym,, = C(H1, Ha, ...)
NSym,, bases (compositions): homogeneous H,, Immaculate! &,

NSym identity: Hg =) Ra,géia

aFn

NSym problem: Prove K~1K = | combinatorially.

!Berg-Bergeron-Saliola-Serrano-Zabroki (FPSAC 2012 Nagoya, Japan)
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Our approach

Symmetric functions:

Sym = @nzo Sym,, = (C[hl, hz, .. ]

Sym,, bases (partitions): homogeneous hy, Schur sy
Sym identity: h, = >\, K uSx

Sym problem: Prove K~1K = I combinatorially.

Noncommutative symmetric functions:
NSym = P,.oNSym,, = C(H1, Ha, ...)
NSym,, bases (compositions): homogeneous H,, Immaculate! &,

NSym identity: Hg =)

Ka,ﬂga

aFn

NSym problem: Prove KK =1 combinatorially.

Approach: Solve the NSym problem. Use it for the Sym problem.

!Berg-Bergeron-Saliola-Serrano-Zabroki (FPSAC 2012 Nagoya, Japan)
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Jacobi—Trudi identities

Recall the Jacobi-Trudi identity : sy = det(hy,—i;)

(ho=1, h_y =0)

hy hs hy
so11 = |1 hi ha| = hg — h3y — hyo + ho11
0 1 m

(BBSSZ 2014) Immaculate Function? &, := det(Hp,—i+))

Hi H> Hs
G101 = |H1 H> H3| = Hio1 — Hi3 — Ho11 + H31
0 1 H;
Note: If x(H;) := h;, then x(&4) = sa (Ho=1, H_,=0)

2Their definition uses noncommuative Berenstein creation operators.
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Immaculate Tableaux (BBSSZ 2014)

Immaculate tableau (IT) of shape a: a fill- 7
ing of the diagram of « by positive integers 5181919 |21‘
6

that has weakly increasing rows and strictly
increasing 1st column.

21
Note: A semistandard Young tableau is an immaculate tableau.
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Immaculate Tableaux (BBSSZ 2014)

Immaculate tableau (IT) of shape a: a fill-
ing of the diagram of « by positive integers
that has weakly increasing rows and strictly
increasing 1st column.

10

0]

9 |21

1
2
6

21

Note: A semistandard Young tableau is an immaculate tableau.

Noncommutative Kostka number Rawgi the number of immaculate

tableaux of shape « and content S.

Noncommutative Kostka matrix K = (K, ).

Theorem (BBSSZ 2014)

Hg = Z RaﬁGa
BEN
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NSym Kostka Matrix

3 21 12 111 3 21 12 111
3 11 1 1 3 1 -1 0 1
21 o1 1 2 21 O 1 -1 -1
12 0 0 1 1 12 0 0 1 -1

110 | 0 0 0 1 110 | 0 O 0 1

K K-1
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Tunnel Hook Coverings (Allen—Mason 2025)

Tunnel hook covering: a covering of a com-
position diagram by lattice paths (tunnel

hooks) going down and left such that

| | | @ there is a tunnel hook starting in each
row (use next available cell if needed),

| | | @ tunnel hooks may exit the diagram,
? © every time a tunnel hook covers a cell

not in the diagram nor its starting
row, it makes a negative cell later in
that row, and

@ all negative cells are covered by tunnel
hooks starting in that row.
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Tunnel Hook Coverings (Allen—Mason 2025)

Let ~; be the tunnel hook starting in row i
@ shape: [ shape of the diagram.

| 7] 5=(41614)
12 o sign: sgn(T) = (-1)F = (-1)° = —1,
| [ || k = #{rows crossed} =9

F e content a = (aq, g, ... ):
| 5 A = #{cells covered by ~;} —
#{nondiagram cells covered in row i}

Ignore A; = 0 to make «
a=(7,4,6,-1)
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Tunnel Hook Coverings (Allen—Mason 2025)

Let ~; be the tunnel hook starting in row i

@ shape: [ shape of the diagram.

| [] B=(4,1,6,1,4)
B o sign: sgn(T) = (—1)F = (~1)° = —1,
| [ {os] k = #{rows crossed} = 9

% e content a = (ag,ap,...):

| 5 A = #{cells covered by ~;} —
#{nondiagram cells covered in row i}
Ignore A; = 0 to make «
a=(7,4,6,-1)

THC, g = {tunnel hook coverings of content o and shape 3}

Theorem (Allen—Mason 2025)

K(;é = Z sgn(T).

TETHC, 5
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Proving K"1K = | combinatorially (Allen—C—Mason '25+)

=12

1 -1 0 1 11 1 1 10 0
a=21 |0 1 -1 -1 01 1 2| o1 (0
0 0 1 -1 00 1 1| |00 1
0 0 0 1 00 0 1 00 0

R-1 R

0= K. Kss=_ sen(T),
6 (T,S)

where the sum is over the set of (T, S) such that
@ T is a tunnel hook covering of content «,
@ S is an immaculate tableau of content /3, and
@ T and S have the same shape.

Construct a sign-reversing involution on this set of pairs (T,S).
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Permutations and Tunnel Hook Coverings (AM 2023)

1 ’71\
Y2
3 3
4 2|4
Y5
o [
"7
8
9 [\%|e

The j-th diagonal of a com-
position diagram are the cells

(L)), (2,5 +1),...
The permutation 7 = 7(T) of a

tunnel hook covering T is defined
by w; = j if v; ends on diagonal ;.

(123456789
- \134295867
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Permutations and Tunnel Hook Coverings (AM 2023)

1 ’71\
Y2
3 3
4 2|4
Y5
o [
"7
8
9 [\%|e
If 8= (p,...

The j-th diagonal of a com-
position diagram are the cells
(1,/),(2,j+1),...

The permutation 7 = 7(T) of a
tunnel hook covering T is defined
by w; = j if v; ends on diagonal ;.

(123456789
- \134295867

,B¢), T — m(T) is a bijection | |, THC, g = &/ s.t.

sgn(7(T)) = sgn(T)

Idea: sign-reversing involution <+ multiplying by transposition.
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Proving K"K = | combinatorially (Allen-C-Mason '25+)

Let (T,S) be a pair of tunnel hook covering T and immaculate
tableau S of the same shape. Let m = 7(T).

= 5:
m = 2431

DO =
Moo

HlIWIN| =
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Proving K"K = | combinatorially (Allen-C-Mason '25+)

m = 2431

AlW|IN|=
DO =
Moo N

3

|

(€]

@ r: row with max(S) = ms.t. if misin row i, then 7(i) > m(r)
@ If m(r) = r and m only appears in row r:

@® Remove final row of T, S, induct, and reattach
© Otherwise,

© S’: move mtorow 7} (m(r) +1) =2

@ T n(T")=(n(r),n(r)+ 1)m = 2341

1[1]2
2[5]5]5]

T = | s'=[3]4
| 4]4]4]

K. Celano A new proof of an inverse Kostka matrix problem



Proving KK = | combinatorially (Allen—C-Mason '25+)

Since w(T') = (w(r), w(r) + 1)m, we have sgn(T') = —sgn(T).
Theorem (Allen—-C—Mason '25+)

The map @D 5 |_|6 THCQ’(; X |T5’g — |_|6 THCQ’(; X |T5,g defined by
W(T,S)=(T',S") is a sign-reversing involution for any o # (3.

When o = 3, | |s THC,,5 X I T has exactly one element and is of
of positive sign.
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Proving K"1K = | combinatorially (Allen—C—Mason '25+)

Since w(T') = (w(r), w(r) + 1)m, we have sgn(T') = —sgn(T).
Theorem (Allen—C-Mason '25+)

The map ¢ 5 |_|6 THCa’g X |T5’g — |_|6 THCa’g X |T5,g defined by
W(T,S)=(T',S") is a sign-reversing involution for any o # (3.

When o = 3, | |s THC,,5 X I T has exactly one element and is of
of positive sign.

We will use our involution for K=K = | to construct an involution
for K71K = 1.

In the full paper, we have a combinatorial proof of KK~1 = [ that

likewise can be used to construct a combinatorial proof of
KKl =1.
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Reduction to Sym—Two important notes

We will use our involution for K=K = | to construct an involution
for K1K = 1.

Every semistandard Young tableau is an immaculate tableau.

Let dec(c) denote the weakly decreasing rearrangement of «

Note 2
Since X(Ha) = hdec(a), We have

K)\_’i: Z Z sgn(T).

aFn  TETHC,,,
dec(a)=X

Thus, tunnel hook covering provide a combinatorial interpretation
of the (Sym) inverse Kostka matrix K~1.
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Combinatorial proof that K=K = | (sketch) (ACM '25+)

For fix A, i1, consider the collection of all pairs (T,S) where T is
THC of content A, S is immaculate tableau content x4, and S and
T have the same shape (NSym pairs).

NSym pairs = (THC, Immac)
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Combinatorial proof that K=K = | (sketch) (ACM '25+)

For fix A, i1, consider the collection of all pairs (T,S) where T is
THC of content A, S is immaculate tableau content i, and S and
T have the same shape (NSym pairs).

The set of (THC,SSYT) pairs (Sym pairs) is contained in the set
of NSym pairs.

NSym pairs = (THC, Immac)
[ ] [ ] [ ] (] L] [ ] [ ] [ ] L] [ ]
L] [ ] [ ] [ ] L] ° [ ] [ ] [ ] L] [ ] [ ] [ ] o L] [ ] [ ] ° L] [ ]

Sym pairs = (THC, SSYT)
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Combinatorial proof that K=K = | (sketch) (ACM '25+)

Our involution on NSym pairs is in red.

Note that this does not always take Sym pairs to Sym pairs.

NSym pairs = (THC, Immac
[ L ] i [ L ] @ Ll ] .—0
Q=@ [ ] ! ! Q@ ! ! [ ] [ ]
[ L ! [ L L L L o ! !
i [ Ll i i Q@ i i [ Ll
! [ Ll ! ! L o 1 ! [ Ll
Sym pairs = (THC, SSYT)
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Combinatorial proof that K=K = | (sketch) (ACM '25+)

We introduce a new sign-reversing involution in blue on the set of
NSym pairs that are not Sym pairs distinct from our involution

NSym pairs = (THC, Immac

(X

Sym pairs = (THC,SSYT)
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Combinatorial proof that K=K = | (sketch) (ACM '25+)

Thus, the set of NSym pairs forms a (finite) graph.
@ Sym pairs have degree 1 and the rest have degree 2.
@ Thus, any component with Sym pair is a path starting and
ending in Sym. This defines an involution on the Sym pairs.
@ Since only the red involution applies to Sym pairs, these path
have odd length, so it is sign-reversing. O

NSym pairs = (THC, Immac

(X

Sym pairs = (THC, SSYT)
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Blue involution

Let E) , = NSym pairs \ Sym pairs
For (T,S) € Ey . say cell c of S is bad if either

@ The cell above c is empty and c is not in the first row

@ The cell above ¢ contains a weakly larger element than in ¢
Since (T,S) has S immaculate, but not SSYT, it has a bad cell.

Let j be the leftmost column of S containing a bad cell and let /
be the largest value such that row i contains a bad cell in column
J. Swap the following cells to create S’ where ¢ = (i, ).

e % e
.| € .| €

Define T’ to be THC with permutation

m(T") = =(T)(=(i) = 1,7(i))
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Blue involution - Inspiration

Abstract version of blue involution
A cell ¢ of S is bad if either

@ The cell above c is empty and c is not in the first row

@ The cell above ¢ contains a “larger” element than in ¢

Let j be the leftmost column of S containing a bad cell and let /
be the largest value such that row i contains a bad cell in column
J. Swap the following cells to create S’ where ¢ = (i, ).

“en % e
.| € S

Spiritually the same involution that appears in work of
Gessel-Viennot on combinatorial determinants (1989), Gasharov on
chromatic symmetric functions (1996), and Shareshian—Wachs on
chromatic quasisymmetric functions (2016), among other places.
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Sign-reversing involution for K 1K = |

Theorem (Allen—C.—Mason (2025+))

The described map on the Sym pairs is a sign—reversing involution.

1[1]4]a] [1]1]4] 1[1]4] [1]1]4 1)1
22 22| 2[2] 2[2|®@ 2f2]4]4]
303 3|3|@ 3[3]4] [3]3 303

®
!
!

|-l>wr\>|—\
w
|-l>oo|\3|—n
w
|-l>w|\)|—
w
|-l>wr\>|—\
w
>
PlWIN|=
PlOIN|=
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Future Directions

@ Determine a "1 step” proof of K1K = |
@ Lift Schur function results to immaculate functions

o Kostka polynomials
o Littlewood-Richardson rule

@ Lift other Sym problems to NSym (where maybe the problem
is easier)
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Thanks!
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