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Large-time behavior of solutions to a tumor invasion model

of Chaplain–Anderson type with quasi-variational structure
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Abstract. We treat 2D and 3D tumor invasion models with quasi-variational struc-

tures, which are composed of two PDEs, one ODE and certain constraint conditions.

Although the original model was proposed by M. R. A. Chaplain and A. R. A. Ander-

son in 2003, the difference between their original model and ours is that the constraint

conditions for the distributions of tumor cells and the extracellular matrix are imposed

in our model, which give a quasi-variational structure. For 2D and 3D tumor invasion

models with quasi-variational structures, we show the existence of global-in-time solu-

tions and consider their large-time behaviors. Especially, for the large-time behaviors,

we show that there exists at least one global-in-time solution such that it converges to

a constant steady state in an appropriate function space as time goes to ∞.
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1. Introduction

In this paper, we consider the following tumor invasion model with
constraint conditions denoted by (P)={(1.1)–(1.7)}, of which the original
model was proposed in [3]:

nt = ∇ · (d1∇n− λ(f)n∇f) + µpn(1− n− f)− µdn in Q, (1.1)

ft = −amf in Q, (1.2)

mt = d2∆m + bn− cm in Q, (1.3)

n ≥ 0, f ≥ 0, n + f ≤ α in Q, (1.4)

(d1∇n− λ(f)n∇f) · ν = 0 on Σ, (1.5)

∇m · ν = 0 on Σ, (1.6)

n(0) = n0, f(0) = f0, m(0) = m0 in Ω, (1.7)

where Ω is a bounded domain in RN , N = 2, 3, with a smooth boundary
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∂Ω and Q = Ω× (0,∞), Σ = ∂Ω× (0,∞); ν is an outer unit normal vector
on ∂Ω; a > 0, b > 0, c > 0, d1 > 0, d2 > 0 and α ≥ 1 are constants; λ is a
non-negative smooth function on R; µp and µd are non-negative continuous
functions on Ω× [0,∞); n0, f0 and m0 are prescribed initial data.

The unknown functions n, f and m describe the distributions of tumor
cells, extracellular matrix and enzyme degrading extracellular matrix, re-
spectively. Of course we know that a lot of mathematical models for tumor
invasion phenomena are proposed and analyzed mathematically, for exam-
ple, [1], [2], [3], [4], [5], [6], [13], [14], [15], [16], [17], [18], [19], [20], [21], [22],
[23], [24], but we do not say anything here and trust them to Introduction
in [7], [13].

Next, we explain a quasi-variational structure of (P) following [7], [8],
[9], [10], [11]. Such structure comes from the constraint conditions (1.4),
which is not imposed in the original model proposed in [3], and makes
it difficult to analyze (P) mathematically. In order to make the quasi-
variational structure of (P) clear, for each T > 0 we prepare two opera-
tors Λ1(T ) and Λ2(T ) by the following ways. The operator Λ1(T ) assigns
each function v ∈ W 1,2(0, T ;L2(Ω))∩L∞(0, T ;H1(Ω)) to a unique solution
m = Λ1(T )v ∈ W 1,2(0, T ;L2Ω)) ∩ L∞(0, T ;H1(Ω)) ∩ L2(0, T ;H2(Ω)) to
(S1), which really comes from {(1.3), (1.6), (1.7)} of (P):

(S1)





mt = d2∆m + bv − cm in QT = Ω× (0, T ),

∇m · ν = 0 on ΣT = ∂Ω× (0, T ),

m(0) = m0 in Ω,

whenever m0 ∈ H1(Ω). By using m = Λ1(T )v, we define the operator Λ2(T )
by

[Λ2(T )v](x, t) = f0(x) exp
(
−a

∫ t

0

m(x, s)ds

)
for all (x, t) ∈ Q̄T = Ω̄×[0, T ].

Then, we easily see that f = Λ2(T )v also is a unique solution to (S2), which
comes from {(1.2), (1.7)} of (P):

(S2)

{
ft = −amf = −a[Λ1(T )v]f in QT ,

f(0) = f0 in Ω.
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By using the operators Λ1(T ) and Λ2(T ), (P) can be formally rewritten into
(S):

(S)





nt = ∇ · (d1∇n− λ(f)n∇f) + µpn(1− n− f)− µdn in QT ,

0 ≤ n ≤ α− f in QT ,

(d1∇n− λ(f)n∇f) · ν = 0 on ΣT ,

n(0) = n0 in Ω,

f = Λ2(T )n, m = Λ1(T )n.

From the formal expression (S) we see that the constraint condition 0 ≤ n ≤
α − f for n depends upon n itself because of the relation f = Λ2(T )n. We
call this property of (P) “a quasi-variational structure”, which was exactly
used in [7]. More precisely, for each T > 0 and v ∈ W 1,2(0, T ;L2(Ω)) ∩
L∞(0, T ;H1(Ω)) we consider a family {ϕt(v; ·); t ∈ [0, T ]} of time-dependent
proper l.s.c. convex functions ϕt(v; ·) on L2(Ω), which is defined by

ϕt(v; z) =





d1

2

∫

Ω

|∇z|2 −
∫

Ω

λ([Λ2(T )v](t))z∇[Λ2(T )v](t) if z ∈ D(v; t),

∞ if L2(Ω) \D(v, t),

where the effective domain D(v; t) of ϕt(v; ·) is given by

D(v; t) = {z ∈ H1(Ω); 0 ≤ z ≤ α− [Λ2(T )v](t) a.e. in Ω}.

Then, (S) is equivalent to the evolution inclusion (E) in L2(Ω) associated
with the time-dependent subdifferentials of a family {ϕt(v; ·); t ∈ [0, T ]}:

(E)





n′(t) + ∂ϕt(n;n(t)) 3 µpn(1− n− f)− µdn in L2(Ω), a.a. t ∈ (0, T ),

n(0) = n0 in L2(Ω),

f = Λ2(T )n, m = Λ1(T )n,

where “ ′ ” implies the derivative with respect to the variable t and ∂ϕt(n; ·) is
the subdifferential operator of ϕt(n; ·) on L2(Ω). Now we can directly apply
the theory of a quasi-variational inequality to (E), which was established in
[12]. Actually, by using the general theory in [12], we have already seen that
for each fixed T > 0 (E) has at least one solution n ∈ W 1,2(0, T ;L2(Ω)) ∩
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L∞(0, T ;H1(Ω)). Since the solutions to (E) on [0, T ] is possibly not unique
in general, we cannot show whether n1 coincides with n2 on [0, T1] or not
whenever T1 ≤ T2 and ni, i = 1, 2, are solutions to (E) on [0, Ti]. Hence, until
now we cannot consider the large-time behaviors of global-in-time solutions
to (E), hence, (P).

Recently, in [7] we succeeded in considering the large-time behaviors
of global-in-time solutions to (P) for the case that the space dimension N

is equal to 1. As far as we know, this is the first result about the large-
time behaviors of global-in-time solutions to the system which has a quasi-
variational structure. Hence, the main purpose of this paper is to extend the
results obtained in [7] to the 2D and 3D tumor invasion models of Chaplain–
Anderson type with quasi-variational structures.

In the rest of this section, we clearly state our results in this paper.
First of all, we impose the following assumptions for the prescribed data in
(P).

(A1) λ : R −→ R is a non-negative and globally Lipschitz continuous func-
tion. We denote by L its Lipschitz constant and put λ0 = λ(0).

(A2) µp : Ω × [0,∞) −→ R is a non-negative and continuous function.
Moreover, there exist constants µ1 > 0 and µ2 > 0 such that

µ1 ≤ µp(x, t) ≤ µ2 for all (x, t) ∈ Ω× [0,∞).

(A3) µd : Ω × [0,∞) −→ R is a non-negative and continuous function.
Moreover, there exists a constant µ3 > 0 such that

0 ≤ µd(x, t) ≤ µ3 for all (x, t) ∈ Ω× [0,∞).

(A4) n0 ∈ H1(Ω) and the following constraint condition is satisfied:

0 ≤ n0 ≤ α a.e. in Ω.

(A5) f0 ∈ W 1,∞(Ω) and the following constraint condition is satisfied:

0 ≤ f0 ≤ α− n0 a.e. in Ω,

where n0 is the same initial datum that has already been given in (A4).

(A6) m0 ∈ W 1,∞(Ω) and m0 ≥ 0 a.e. in Ω.
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The first result stated in Theorem 1.1 guarantees the existence of global-
in-time solutions to (P), which enable us to consider their large-time behav-
iors.

Theorem 1.1 Assume that (A1)–(A6) are satisfied. Then, (P) has at
least one global-in-time solution (n, f, m) satisfying the following properties
for any T ∈ (0,∞) :

(1) n ∈ W 1,2(0, T ;L2(Ω))∩L∞(0, T ;H1(Ω)) and (1.1) with (1.5) is satisfied
in the sense of the following quasi-variational inequality in L2(0, T ;L2(Ω)) :

∫∫

QT

nt(n− η) + d1

∫∫

QT

∇n · ∇(n− η)−
∫∫

QT

λ(f)n∇f · ∇(n− η)

≤
∫∫

QT

µpn(1− n− f)(n− η)−
∫∫

QT

µdn(n− η) (1.8)

for any η ∈ L2(0, T ;H1(Ω)) with 0 ≤ η ≤ α− f a.e. in QT .

(2) f is given by the following expression:

f(x, t) = f0(x) exp
(
− a

∫ t

0

m(x, s)ds

)
for all (x, t) ∈ Q̄T . (1.9)

(3) m is given by the following variation-of-constants formula for all t ≥ 0:

m(t) = et(d2∆−c)m0 + b

∫ t

0

e(t−s)(d2∆−c)n(s)ds in L∞(Ω). (1.10)

where {etd2∆; t ≥ 0} is the homogeneous Neumann heat semigroup which is
clearly defined at the end of this section.

(4) The following constraint conditions are satisfied :

n ≥ 0, 0 ≤ n + f ≤ α a.e. in QT .

(5) (n(0), f(0),m(0)) = (n0, f0,m0) in H1(Ω)×W 1,∞(Ω)×W 1,∞(Ω).

For the large-time behaviors of global-in-time solutions to (P), we have
Theorem 1.2 as the main result of this paper. You note that we cannot con-
sider the large-time behaviors of all global-in-time solutions to (P). Roughly



38 A. Ito

speaking, we can construct at least one global-in-times solutions to (P),
which converges to a constant steady state as time goes to ∞, by consider-
ing appropriate approximate systems of (P).

Theorem 1.2 Assume that (A7)–(A10) are satisfied as well as (A1)–(A6):

(A7) µd ≡ 0 on Q.

(A8) 0 ≤ n0 ≤ 1− f0 in Ω.

(A9) There exists a constant n∗ > 0 such that n0 ≥ n∗ a.e. in Ω.

(A10) There exists a constant m∗ > 0 such that m0 ≥ m∗ a.e. in Ω.

Then, there exists at least one global-in-time solution (n, f, m) such that

(n(t), f(t),m(t)) −→ (1, 0, b/c) in L2(Ω)× (L∞(Ω) ∩H1(Ω))× L2(Ω)

as t →∞.

As we consider the large-time behavior of global-in-time solutions to
(P), it is important and essential to derive the global-in-time boundedness
of n (cf. Lemma 2.6). For this, we mainly use two tools. One is the following
Sobolev’s embedding (1.11):

‖ϕ‖Lp(Ω) ≤ C1(p)‖ϕ‖H1(Ω) for all ϕ ∈ H1(Ω), (1.11)

instead of H1(Ω) ⊂ C0(Ω̄) if N = 1, which is used in [7]. Moreover, although
in [9] we showed the existence of global-in-time solutions to (P) in which the
homogeneous Dirichlet boundary condition n = 0 on ∂Ω×(0,∞) is imposed,
we could not derive any results about its large-time behavior. Actually, the
theory of quasi-variational inequalities, which was established in [12] and
used in [9], cannot be applied in order to consider a large-time behaviors of
global-in-time solutions to (P).

The other is the Lp − Lq estimate for the homogeneous Neumann heat
semigroup, which was obtained in [25, Lemma 1.3]. For each d > 0 and p ∈
[1,∞] we define the homogeneous Neumann heat semigroup {etd∆; t ≥ 0} on
Lp(Ω) by the following way: for each ϕ ∈ Lp(Ω) the function ψ(t) = etd∆ϕ

from [0,∞) into Lp(Ω) is a unique solution to (H):



Large-time behavior of solutions to a tumor invasion model 39

(H)





ψt = d∆ψ in Q,

∇ψ · ν = 0 on Σ,

ψ(0) = ϕ in Ω.

Then, we have already obtained the following lemma.

Lemma 1.1 The homogeneous Neumann heat semigroup {etd∆; t ≥ 0}
satisfies the following estimates (1)–(3).

(1) Let 1 ≤ p ≤ q ≤ ∞. Then, there exists a constant C2(d, p, q) > 0 such
that

‖etd∆ϕ‖Lq(Ω) ≤ C2(d, p, q)
(
1 + t−(N/2)(1/p−1/q)

)‖ϕ‖Lp(Ω)

for any ϕ ∈ Lp(Ω) and any t > 0.

(2) Let 1 ≤ p ≤ q ≤ ∞. Then, there exists a constant C3(d, p, q) > 0 such
that

‖∇etd∆ϕ‖Lq(Ω) ≤ C3(d, p, q)
(
1 + t−1/2−(N/2)(1/p−1/q)

)‖ϕ‖Lp(Ω)

for any ϕ ∈ Lp(Ω) and for t > 0.

(3) Let 2 ≤ p ≤ ∞. Then, there exists a constant C4(d, p) > 0 such that

‖etd∆ϕ‖W 1,p(Ω) ≤ C4(d, p)‖ϕ‖W 1,p(Ω) for any ϕ ∈ W 1,p(Ω) and t > 0.

These tools play important roles to derive the uniform boundedness
of global-in-time solutions to suitable approximate systems to (P), which
enables us to construct a global-in-time solution to (P) by using the limit
procedure argument in Section 2.

2. Existence of global-in-time solutions

We devote this section to show Theorem 1.1 by using a similar argu-
ment, which was originally and essentially given in [13] and slightly modified
in [7, Sections 2 and 3]. Actually, the argument in [13] is modified in [7] for
applying it to one-dimensional tumor invasion model of Chaplain–Anderson
type with a quasi-variational structure, which is clearly stated in Introduc-
tion. Throughout this section, for each ε ∈ (0, 1) and f ∈ R we define an
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increasing and globally Lipschitz continuous function βε(f ; ·), whose Lips-
chitz constant is equal to 1/ε, by

βε(f ; r) =





r −max{0, α− f}
ε

if r ∈ (max{0, α− f},∞),

0, if r ∈ [0,max{0, α− f}],
r

ε
, if r ∈ (−∞, 0),

and consider (P)ε as the approximate system of (P):

(P)ε





nε
t = ∇ · (d1∇nε − λ(fε)nε∇fε) + g̃ε(n, f) in Q,

fε
t = −amεfε in Q,

mε
t = d2∆mε + bnε − cmε in Q,

(d1∇nε − λ(fε)nε∇fε) · ν = 0 on Σ,

∇mε · ν = 0 on Σ,

nε(0) = n0, fε(0) = f0, mε(0) = m0 in Ω,

where g̃ε(n, f) = −βε(f ;n) + µpn(1− n− f)− µdn.
Moreover, we consider a change of variables, which was used in [7], [13]:

w = nz, z = exp
(
− 1

d1

∫ f

0

λ(r)dr

)
. (2.1)

Then, (P)ε is rewritten into (Q)ε:

(Q)ε





wε
t = d1∆wε + λ(fε)∇wε · ∇fε + gε(wε, fε,mε) in Q,

fε
t = −amεfε in Q,

mε
t = d2∆mε + bwεzε − cmε in Q,

∇wε · ν = 0 on Σ,

∇mε · ν = 0 on Σ,

wε(0) = w0, fε(0) = f0, mε(0) = m0 in Ω,

where wε and zε are given by (2.1), in which (w, n, z, f) is replaced by
(wε, nε, zε, fε), and
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gε(w, f, m) = −zβε(f ;wz−1) + µpw(1− wz−1 − f)− µdw +
aλ(f)wmf

d1
.

We note that (Q)ε is equivalent to (P)ε whenever w0 is given by

w0 = n0 exp
(
− 1

d1

∫ f0

0

λ(r)dr

)
. (2.2)

In order to show Theorem 1.1, first of all we show the existence and unique-
ness of non-negative global-in-time solutions to (Q)ε, which is clearly stated
in Proposition 2.1 and directly implies those of non-negative global-in-time
solutions to (P)ε.

Proposition 2.1 Assume that (A1)–(A6) are satisfied and w0 is given by
(2.2). Then, for each ε ∈ (0, 1) (Q)ε has one and only one non-negative
global-in-time solution (wε, fε,mε) satisfying the following properties:

(1) wε is given by the variation-of-constants formula for all t ≥ 0:

wε(t) = etd1∆w0 +
∫ t

0

e(t−s)d1∆ḡε(wε(s), fε(s),mε(s))ds in L∞(Ω). (2.3)

where ḡε(w, f, m) = λ(f)∇w · ∇f + gε(w, f, m).

(2) fε is given by (1.9), in which (f,m) is replaced by (fε,mε).

(3) mε is given by the variation-of-constants formula for all t ≥ 0:

mε(t) = et(d2∆−c)m0 + b

∫ t

0

e(t−s)(d2∆−c)wε(s)(zε)−1(s)ds in L∞(Ω).

(2.4)

Remark 2.1 Let (wε, fε,mε) be a non-negative global-in-time solution
to (Q)ε and denote by −∆N : L2(Ω) −→ L2(Ω) the single-valued maximal
monotone operator associated with the homogeneous Neumann boundary
condition whose domain D(∆N ) is given by

D(∆N ) = {ϕ ∈ H2(Ω);∇ϕ · ν = 0 a.e. on Γ}.

Then, we see that wε and mε are unique solutions to (E1) and (E2), respec-
tively:
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(E1)

{
(wε)′(t)− d1∆Nwε(t) = ḡε(wε(t), fε(t),mε(t)) in L2(Ω), a.a. t > 0,

wε(0) = w0 in L2(Ω),

(E2)





(mε)′(t)− d2∆Nmε(t) + cmε(t) = bwε(t)(zε)−1(t)
in L2(Ω), a.a. t > 0,

mε(0) = m0 in L2(Ω).

These expressions as the evolution equations in (E1) and (E2) are used when
we have the uniform boundedness of the approximate solutions (wε, fε,mε)
to (Q)ε.

As a direct consequence of Proposition 2.1, we derive the existence and
uniqueness results of non-negative global-in-time solutions (nε, fε,mε) to
(P)ε.

Proposition 2.2 Assume that (A1)–(A6) are satisfied. Then, for each
ε ∈ (0, 1) (P )ε has one and only one non-negative global-in-time solution
(nε, fε,mε) satisfying the following properties: for each T > 0

(1) nε ∈ W 1,2(0, T ;L2(Ω)) ∩ C0([0, T ];H1(Ω)) with nε(0) = n0 in H1(Ω).
Moreover, the first equation and the forth condition in (P )ε are satisfied in
the following sense:
∫

Ω

nε
t (t)ζ +

∫

Ω

{d1∇nε(t)− λ(fε(t))nε(t)∇fε(t)} · ∇ζ +
∫

Ω

βε(fε(t);nε(t))ζ

=
∫

Ω

{µp(t)nε(t)(1− nε(t)− fε(t))− µd(t)nε(t)}ζ

for any ζ ∈ H1(Ω) and a.a. t ∈ (0, T ). (2.5)

(2) fε is the same function that is given in (2) of Proposition 2.1.

(3) mε is given by (2.4), in which wε(zε)−1 is replaced by nε.

First of all, we mainly devote ourselves to show Proposition 2.1 by using
the methods similar to those in [6], [7]. For each τ ∈ (0, 1) we prepare a
Banach space Xτ defined by

Xτ = C0([0, τ ];L∞(Ω)∩H1(Ω))×C0([0, τ ];W 1,∞(Ω))×C0([0, τ ];W 1,∞(Ω)),

whose norm ‖(w, f, m)‖Xτ is given by
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max
0≤t≤τ

(‖w(t)‖L∞(Ω) + ‖w(t)‖H1(Ω) + ‖f(t)‖W 1,∞(Ω) + ‖m(t)‖W 1,∞(Ω)

)
.

Furthermore, for each ε ∈ (0, 1) we define a mapping Φε on Xτ by the
following way: for each (w, f, m) ∈ Xτ

(Φε(w, f, m))(t) =




(Φε
1(w, f, m))(t)

(Φε
2(w, f, m))(t)

(Φε
3(w, f, m))(t)




T

=




etd1∆w0 +
∫ t

0

e(t−s)d1∆ḡε(w(s), f(s),m(s))ds

f0 − a

∫ t

0

m(s)f(s)ds

et(d2∆−c)m0 + b

∫ t

0

e(t−s)(d2∆−c)w(s)z−1(s)ds




T

for all t ∈ [0, τ ].

For any ρ > 0 we consider a ball Bτ (ρ) = {(w, f, m) ∈ Xτ ; ‖(w, f, m)‖Xτ ≤
ρ} in Lemma 2.1 in order to apply Banach’s fixed point theorem. In the
following argument, we assume that (A1)–(A6) are satisfied unless otherwise
mentioned.

Lemma 2.1 There exists a constant ρ1 > 0 such that for each ε ∈ (0, 1)
there exists τε ∈ (0, 1) such that the following properties are satisfied :

(1) Φε(Bτε(ρ1)) ⊂ Bτε(ρ1).

(2) Φε is a contraction mapping on Bτε(ρ1).

Proof. By using the similar argument in [7, Section 2] and (1.11) with
p = 4, we see that there exist constants Ci > 0 (i = 5, 7, 9), C6(ε, ρ) > 0
and Ci(ρ) > 0 (i = 8, 10) such that the following estimates are satisfied for
all (w, f, m) ∈ Bτ (ρ):

max
0≤t≤τ

‖(Φε
1(w, m, f))(t)‖H1(Ω) ≤ C5 + C6(ε, ρ)(τ + 2τ1/2), (2.6)

max
0≤t≤τ

‖(Φε
2(w, m, f))(t)‖W 1,∞(Ω) ≤ C7 + C8(ρ)τ, (2.7)
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max
0≤t≤τ

‖(Φε
3(w, m, f))(t)‖W 1,∞(Ω) ≤ C9 + C10(ρ)(τ + 2τ1/2). (2.8)

Moreover, for the mapping Φε
1 we see from Lemma 1.1 and the maximal

principle that there exists a constant C11(ε, ρ) > 0 such that

‖(Φε
1(w, f, m))(t)‖L∞(Ω)

≤ ‖etd1∆w0‖L∞(Ω) +
∫ t

0

‖e(t−s)d1∆ḡε(w(s), f(s),m(s))‖L∞(Ω)ds

≤ ‖w0‖L∞(Ω) + C2(d1, 2,∞)
∫ t

0

(1 + (t− s)−N/4)

· ‖ḡε(w(s), f(s),m(s))‖L2(Ω)ds

≤ α + C2(d1, 2,∞) max
0≤t≤τ

‖ḡε(w(s), f(s),m(s))‖L2(Ω)

∫ τ

0

(1 + σ−N/4)dσ,

hence,

max
0≤t≤τ

‖(Φε
1(w, f, m))(t)‖L∞(Ω) ≤ α + C11(ε, ρ)

(
τ +

4τ (4−N)/4

4−N

)
. (2.9)

We choose ρ1 > 0 and τ1,ε ∈ (0, 1) satisfying ρ1 > C5 + C7 + C9 + α = R1

and

{C6(ε, ρ1)+C8(ρ1)+C10(ρ1)+C11(ε, ρ1)}
(

τ1,ε+2τ
1/2
1,ε +

4τ
(4−N)/4
1,ε

4−N

)
≤ ρ1−R1.

Then, we see from (2.6)–(2.9) that for any τ ∈ (0, τ1,ε]

‖Φε(w, m, f)‖Xτ ≤ ρ1 for any (w, f, m) ∈ Bτ (ρ1), (2.10)

which implies Φε(Bτ (ρ1)) ⊂ Bτ (ρ1) whenever τ ∈ (0, τ1,ε],
Next, let τ ∈ (0, τ1,ε]. Then, we see that there exists constants C12(ε) >

0 and Ci > 0 (i = 13, 14) such that the following estimates are satisfied
for any (wk, fk,mk) ∈ Bτ (ρ1), k = 1, 2, where ρ1 > 0 is the same constant
obtained in the above argument:

max
0≤t≤τ

‖(Φε
1(w1,m1, f1))(t)− (Φε

1(w2, f2,m2))(t)‖H1(Ω)

≤ C12(ε)(τ + 2τ1/2)‖(w1, f1,m1)− (w2, f2,m2)‖Xτ , (2.11)
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max
0≤t≤τ

‖(Φε
2(w1,m1, f1))(t)− (Φε

2(w2, f2,m2))(t)‖W 1,∞(Ω)

≤ C13τ‖(w1, f1,m1)− (w2, f2,m2)‖Xτ , (2.12)

max
0≤t≤τ

‖(Φε
3(w1,m1, f1))(t)− (Φε

3(w2, f2,m2))(t)‖W 1,∞(Ω)

≤ C14(τ + 2τ1/2)‖(w1, f1,m1)− (w2, f2,m2)‖Xτ . (2.13)

Moreover, by using Lemma 1.1 and repeating the same method to derive
(2.9), we see that there exists a constant C15(ε) > 0 such that

max
0≤t≤τ

‖(Φε
1(w1,m1, f1))(t)− (Φε

1(w2, f2,m2))(t)‖L∞(Ω)

≤ C15(ε)
(

τ +
4τ (4−N)/4

4−N

)
‖(w1, f1,m1)− (w2, f2,m2)‖Xτ . (2.14)

At last, we choose τε ∈ (0, τ1,ε] satisfying

{C12(ε) + C13 + C14 + C15(ε)}
(

τε + 2τ1/2
ε +

4τ
(4−N)/4
ε

4−N

)
< 1.

Then, we see from (2.11)–(2.14) that

‖Φε(w1, f1,m1)− Φε(w2, f2,m2)‖Xτε < ‖(w1, f1,m1)− (w2, f2,m2)‖Xτε

for any (wk, fk,mk) ∈ Bτε(ρ1), k = 1, 2,

which implies that Φε is contraction on Bτε(ρ1). ¤

As a direct consequence of applying Banach’s fixed point theorem to
Φε, we have the existence of local-in-time solutions to (Q)ε, which is stated
in Lemma 2.2.

Lemma 2.2 For each ε ∈ (0, 1) there exists Tε ∈ (0,∞] (Q)ε has at least
one solution (wε, fε,mε) on [0, Tε). Moreover, if Tε < ∞, then we have

lim
t↗Tε

(‖wε(t)‖L∞(Ω)+‖wε(t)‖H1(Ω)+‖fε(t)‖W 1,∞(Ω)+‖mε(t)‖W 1,∞(Ω)

)
= ∞.

From Lemma 2.2 we have Lemma 2.3, which gives the existence and
uniqueness of non-negative local-in-time solutions to (P)ε. Since its proof is
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the same to that of [7, Theorem 2.1], we omit the detail one in this paper
and trust it to [7].

Lemma 2.3 For each ε ∈ (0, 1) (P )ε has one and only one non-negative
solution (nε, fε,mε) on [0, Tε), where Tε is the same number that is obtained
in Lemma 2.2.

Proof. Let (wε, fε,mε) be a solution to (Q)ε on [0, Tε). Defining nε by

nε = wε exp
(

1
d1

∫ fε

0

λ(r)dr

)
in QTε

, (2.15)

we can show that (nε, fε,mε) is a unique non-negative solution to (P)ε on
[0, Tε). ¤

Remark 2.2 Since from Lemma 2.3 a local-in-time solution (wε, fε,mε)
to (Q)ε always gives a unique non-negative local-in-time solution (nε, fε,mε)
to (P)ε, we see that local-in-time solutions to (Q)ε must be uniquely deter-
mined and non-negative.

Now, we prepare the boundedness of local-in-time solutions to (Q)ε and
(P)ε. At first, we give the boundedness of (nε, fε) in L∞(0, Tε;L1(Ω)) ×
L∞(0, Tε;L∞(Ω)), whose proofs are similar to those of [7, Section 3]. So,
we omit them in this paper.

Lemma 2.4 For each ε ∈ (0, 1) let (nε, fε,mε) be a non-negative local-
in-time solution to (P )ε. Then, the following boundedness are satisfied:

(1) ‖nε‖L∞(0,Tε;L1(Ω)) ≤ |Ω|max
{

α,
µ2

µ1

}
.

(2) ‖fε‖L∞(0,Tε;L∞(Ω)) ≤ α.

(3) ‖zε‖L∞(0,Tε;L∞(Ω)) ≤ 1, ‖(zε)−1‖L∞(0,Tε;L∞(Ω)) ≤ exp
(

1
d1

∫ α

0

λ(r)dr

)
.

(4) (zε)−1(t) ≥ 1 a.e. in Ω for all t ∈ [0, Tε).

(5) zε(t) ≥ exp
(
− 1

d1

∫ α

0

λ(r)dr

)
a.e. in Ω for all t ∈ [0, Tε),

where zε is given by (2.1), in which (f, z) is replaced by (fε, zε).

Next, we give the boundedness of mε in L∞(0, Tε;Lq(Ω)) for some q ≥ 1.
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Lemma 2.5 For each ε ∈ (0, 1) let (nε, fε,mε) be a non-negative local-
in-time solution to (P )ε and q be any number satisfying

q ∈
{

[1,∞) if N = 2,

[1, 3) if N = 3.
(2.16)

Then, there exists a constant C16(q) > 0 such that

‖mε‖L∞(0,Tε;Lq(Ω)) ≤ C16(q). (2.17)

Proof. By using (2.4), Lemma 1.1 and the maximal principle, we have

‖mε(t)‖Lq(Ω)

≤ ‖et(d2∆−c)m0‖Lq(Ω) + b

∫ t

0

‖e(t−s)(d2∆−c)nε(s)‖Lq(Ω)ds

≤ |Ω| 1q ‖m0‖L∞(Ω)

+ bC̄2(q)
∫ t

0

e−c(t−s)(1 + (t− s)−(N/2)(1−1/q))‖nε(s)‖L1(Ω)ds

≤ |Ω|1/q‖m0‖L∞(Ω)

+
bC̄2(q)‖nε‖L∞(0,Tε;L1(Ω))

c

∫ Tε

0

e−σ

{
1 +

(
σ

c

)−(N/2)(1−1/q)}
dσ,

where C̄2(q) = C2(d2, 2, q). Since we have

ΓN = Γ
(

1 +
N

2q
− N

2

)
=

∫ ∞

0

e−σσ−(N/2)(1−1/q)dσ < ∞,

when q satisfies (2.16), by using (1) of Lemma 2.4 and taking

C16(q) = |Ω|1/q‖m0‖L∞(Ω) +
bC̄2(q)|Ω|

c
(1 + c(N/2)(1−1/q)ΓN )max

{
α,

µ2

µ1

}
,

we see that (2.17) holds. ¤

Next, we give the boundedness of wε in L∞(0, Tε;L∞(Ω)). The proof of
Lemma 2.6 is essentially same as that of [7, Lemma 3.3], whose original one
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was given in [13]. But we cannot use Sobolev’s embedding H1(D) ⊆ C(D̄)
for a bounded domain D ⊂ R, which plays an important role in [7]. So, it
must be modified in the proof of Lemma 2.6.

Lemma 2.6 For each ε ∈ (0, 1) let (wε, fε,mε) be a non-negative local-
in-time solution to (P)ε. Then, there exists a constant C17 > 0 such that

‖wε‖L∞(0,Tε;L∞(Ω)) ≤ C17. (2.18)

Proof. Throughout this proof, for simplicity we skip the index ε of func-
tions wε and zε. Let p be any number in [2,∞). We multiply the first
equation in (Q)ε by pwp−1z−1 and integrate its result over Ω. Then, we see
that there exists a constant C18 > 0 such that

d

dt

∫

Ω

(z−1wp)(t) ≤ −4d1(p− 1)
p

∫

Ω

|∇wp/2(t)|2

+ C18p

∫

Ω

wp(t) + C18(p− 1)
∫

Ω

(wpm)(t)

a.a. t ∈ (0, Tε). (2.19)

By using (1.11) with p = 6, we have

∫

Ω

(wpm)(t) ≤ ‖wp/2(t)‖8/25
L1(Ω)‖wp/2(t)‖42/25

L6(Ω)‖m(t)‖L5/2(Ω)

≤ C1(6)42/25‖wp/2(t)‖8/25
L1(Ω)‖wp/2(t)‖42/25

H1(Ω)‖m(t)‖L5/2(Ω),

hence, by using Young’s inequality and Lemma 2.5 with q = 5/2, we see
that there exists a constant C19 > 0 such that for any δ > 0

∫

Ω

(wpm)(t) ≤ δd1

C18(p− 1)
‖wp/2(t)‖2H1(Ω) + C19

(
p− 1

δ

)21/4

‖wp/2(t)‖2L1(Ω).

(2.20)

Moreover, by using (1.11) with p = 3 again, we have

∫

Ω

wp(t) ≤ ‖wp/2(t)‖1/2
L1(Ω)‖wp/2(t)‖3/2

L3(Ω)
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≤ C1(3)3/2‖wp/2(t)‖1/2
L1(Ω)‖wp/2(t)‖3/2

H1(Ω)

≤ δ‖w(t)‖2H1(Ω) +
C1(3)6

4

(
3
4δ

)3

‖wp/2(t)‖2L1(Ω),

hence,

∫

Ω

wp(t) ≤ δ

1− δ

∫

Ω

|∇wp/2(t)|2 +
C1(3)6

4(1− δ)

(
3
4δ

)3

‖wp/2(t)‖2L1(Ω). (2.21)

By substituting (2.20), (2.21) into (2.19) and using (3), (4) in Lemma 2.4,
we have

d

dt

∫

Ω

(z−1wp)(t) + δd1 exp
(
− 1

d1

∫ α

0

λ(r)dr

) ∫

Ω

(z−1wp)(t)

≤
{

C1(3)6(C18p + 2δd1)
4(1− δ)

(
3
4δ

)3

+
C18C19(p− 1)25/4

δ21/4

}
‖wp/2(t)‖2L1(Ω)

+ d1

{
δ +

δ

1− δ

(
C18p

d1
+ 2δ

)
− 4(p− 1)

p

} ∫

Ω

|∇wp/2(t)|2. (2.22)

Here, we choose constants C20 > 1 and C21 > d1 satisfying

δp =
1

C20(p + 1)
, δp +

δp

1− δp

(
C18p

d1
+ 2δp

)
≥ 4(p− 1)

p
,

C1(3)6(C18p + 2δpd1)
4(1− δp)

(
3

4δp

)3

+
C18C19(p− 1)25/4

δ
21/4
p

≤ C21(p + 1)12.

Then, we see that the following inequality is satisfied:

d

dt

∫

Ω

(z−1wp)(t) + δpd1 exp
(
− 1

d1

∫ α

0

λ(r)dr

) ∫

Ω

(z−1wp)(t)

≤ C21(p + 1)12‖wp/2(t)‖2L1(Ω) a.a. t ∈ (0, Tε). (2.23)

By applying Gronwall’s lemma to (2.23) and using (3), (4) in Lemma 2.4,
we have
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max
0≤t<Tε

‖w(t)‖Lp(Ω) ≤
{

2C20C21(p + 1)13

d1
exp

(
1
d1

∫ α

0

λ(r)dr

)}1/p

×max
{
|Ω|1/pα, max

0≤t<Tε

‖w(t)‖Lp/2(Ω)

}
.

By using the same argument in [13, Proposition 4.2], we see that this lemma
holds. ¤

By using Lemma 2.6 and the argument in [7], we have the
boundedness of (wε, fε,mε) in L∞(0, Tε;H1(Ω)) × L∞(0, Tε;W 1,∞(Ω)) ×
L∞(0, Tε;W 1,∞(Ω)). We omit their proofs in this paper and trust them to
[7], [13].

Lemma 2.7 For each ε ∈ (0, 1) let (wε, fε,mε) be a non-negative local-
in-time solution to (Q)ε. Then, the following boundedness are satisfied :

(1) There exists a constant C22 > 0 such that

‖mε‖L∞(0,Tε;W 1,∞(Ω)) ≤ C22, (2.24)

‖∇fε(t)‖L∞(0,Tε;(L∞(Ω))N ) ≤ C22(t + 1) for all t ∈ [0, Tε). (2.25)

(2) There exists a constant C23(ε) > 0 such that

‖wε‖L∞(0,Tε;H1(Ω)) ≤ C23(ε). (2.26)

Now, we complete the proof of Proposition 2.1

Proof of Proposition 2.1. We assume Tε < ∞. Then, we see from Lemmas
2.4, 2.6 and 2.7 that there exists a constant C24(ε, Tε) > 0 such that

‖wε(t)‖L∞(Ω) + ‖wε(t)‖H1(Ω) + ‖fε(t)‖W 1,∞(Ω) + ‖mε(t)‖W 1,∞(Ω)

≤ C24(ε, Tε), for all t ∈ [0, Tε),

which contradicts the condition for Tε in Lemma 2.2. Hence Tε = ∞ must
holds. ¤

In the rest of this section, we construct a global-in-time solution to (P)
by using the limit procedure for the sequence {(nε, fε,mε); ε ∈ (0, 1)} of
non-negative global-in-time solutions to (P)ε. For this, we note that we
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have already obtained some boundedness of {(nε, fε,mε); ε ∈ (0, 1)}, which
is clearly stated in the next lemma again.

Lemma 2.8 For each ε ∈ (0, 1) let (nε, fε,mε) be a non-negative global-
in-time solution to (P )ε. Then, there exist constants C25 > 0, which is
independent of ε ∈ (0, 1), such that

sup
ε∈(0,1)

‖nε‖L∞(0,∞;L∞(Ω)) + sup
ε∈(0,1)

‖mε‖L∞(0,∞;W 1,∞(Ω)) ≤ C25,

sup
ε∈(0,1)

‖∇fε‖L∞(0,T ;(L∞(Ω))N ) ≤ C25(T + 1) for all T > 0

as well as

sup
ε∈(0,1)

‖fε‖L∞(0,∞;L∞(Ω)) ≤ α,

sup
ε∈(0,1)

‖(zε)−1‖L∞(0,∞;L∞(Ω)) ≤ exp
(

1
d1

∫ α

0

λ(r)dr

)
,

inf
ε∈(0,1)

zε(t) ≥ exp
(
− 1

d1

∫ α

0

λ(r)dr

)
a.e. in Ω for a.a. t ≥ 0.

Next, we give the boundedness of nε in W 1,2(0, T ;L2(Ω)) ∩ L∞(0, T ;
H1(Ω)) because the boundedness of wε in L∞(0,∞;H1(Ω)), which is ob-
tained in (2) of Lemma 2.7, depends upon ε.

Lemma 2.9 For each ε ∈ (0, 1) let (nε, fε,mε) be a non-negative global-
in-time solution to (P )ε. Then, for each T > 0 there exists a constant
C26(T ) > 0, which is independent of ε ∈ (0, 1), such that

sup
ε∈(0,1)

{
‖nε

t‖L2(0,T ;L2(Ω)) + ‖nε‖L∞(0,T ;H1(Ω)) +
∫

Ω

β̂ε(fε(t);nε(t))
}

≤ C26(T ),

where β̂ε is a non-negative primitive function of βε satisfying β̂ε(0) = 0.

Proof. We define wε by (2.1), in which (w, n, f, z) is replaced by (wε, nε,

fε, zε). Then, we see from Remark 2.2 that (wε, fε,mε) is a non-negative
global-in-time solution to (Q)ε. In the following argument, for simplicity we
skip the index ε. By using Remark 2.1, we take the inner product between



52 A. Ito

the evolution equation in (E1) and wt(t). Then, we have

‖wt(t)‖2L2(Ω) +
d1

2
d

dt

∫

Ω

|∇w(t)|2 +
∫

Ω

(wtz)(t)βε(f(t); (wz−1)(t))

≤
∫

Ω

λ(f(t))|wt(t)||∇w(t)||∇f(t)|+
∫

Ω

|`ε(w(t), f(t),m(t))||wt(t)|

= I1(t) + I2(t) a.a. t > 0, (2.27)

where

`ε(w, f, m) = µpw(1− wz−1 − f)− µdw +
aλ(f)wmf

d1
.

By using Lemma 2.8, we see that the following estimates for I1(t) and I2(t)
are satisfied for a.a. t ∈ (0, T ):

I1(t) ≤ (L‖f(t)‖L∞(Ω) + λ0)‖∇f(t)‖(L∞(Ω))N ‖wt(t)‖L2(Ω)

( ∫

Ω

|∇w(t)|2
)1/2

≤ 1
4
‖wt(t)‖2L2(Ω) + (αL + λ0)2C2

25(T + 1)2
∫

Ω

|∇w(t)|2

and

I2(t) ≤ 1
4
‖wt(t)‖2L2(Ω) +

∫

Ω

|`ε(w(t), f(t),m(t))|2

≤ 1
4
‖wt(t)‖2L2(Ω) + 5C2

25|Ω|
{

µ2
3 +

a2α2(αL + λ0)2C2
25

d2
1

}

+ 5µ2
2C

2
25|Ω|

{
1 + α2 + C2

25 exp
(

2
d1

∫ α

0

λ(r)dr

)}
.

Moreover, from [7, Lemma 4.2] we have

d

dt

∫

Ω

z2(t)β̂ε(f(t); (wz−1)(t)) ≤
∫

Ω

(wtz)(t)βε(f(t); (wz−1)(t)). (2.28)

By substituting the estimates for Ii(t), i = 1, 2, and (2.28) into (2.27), we
easily see that there exist constants C27 > 0 and C28 > 0 such that
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‖wt(t)‖2L2(Ω) +
d

dt

(
d1

∫

Ω

|∇w(t)|2 + 2
∫

Ω

z2(t)β̂ε(f(t); (wz−1)(t))
)

≤ d1C27(T + 1)2
∫

Ω

|∇w(t)|2 + C28 a.a. t ∈ (0, T ). (2.29)

By applying Gronwall’s lemma to (2.29) and using β̂ε(f0;n0) = 0 (cf. (A5)),
we have

‖wt‖2L2(0,t;L2(Ω)) + d1

∫

Ω

|∇w(t)|2 + 2
∫

Ω

z2(t)β̂ε(f(t); (wz−1)(t))

≤ eC27T (T+1)2
(

d1

∫

Ω

|∇w0|2 +
C28

C27

)
for all t ∈ [0, T ]. (2.30)

Since we have

∇w0 = exp
(
− 1

d1

∫ f0

0

λ(r)dr

)
∇n0 − w0λ(f0)∇f0,

nt = z−1{wt − aλ(f)wmf}, ∇n = z−1

{
∇w +

λ(f)w
d1

∇f

}
,

we see from (2.30) and Lemma 2.8 that this lemma holds. ¤

Moreover, we have the boundedness of mε in W 1,2(0, T ;L2(Ω)) ∩
L2(0, T ;H2(Ω)) in the next lemma.

Lemma 2.10 For each ε ∈ (0, 1) let (nε, fε,mε) be a non-negative global-
in-time solution to (P )ε. Then, there exists a constant C29 > 0, which is
independent of ε ∈ (0, 1), such that

sup
ε∈(0,1)

(‖mε
t‖2L2(0,T ;L2(Ω))+‖∆mε‖2L2(0,T ;L2(Ω))

) ≤ C29(T +1) for all T > 0.

Proof. By using Remark 2.1, we take the inner products between the evolu-
tion equation in (E2) and mε

t (t) in L2(Ω), and use Lemma 2.8. Throughout
this argument, we skip the index ε of mε. Then, we have

‖mt(t)‖2L2(Ω) +
d

dt

(
d2

∫

Ω

|∇m(t)|2 + c‖m(t)‖2L2(Ω)

)
≤ bC2

25|Ω|
c

a.a. t > 0,
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which implies that the following boundedness is satisfied for all T > 0:

sup
ε∈(0,1)

‖mt‖2L2(0,T ;L2(Ω)) ≤
bC2

25|Ω|T
c

+ max{c, d2}‖m0‖2H1(Ω). (2.31)

By going back to the evolution equation in (E2), we have

‖∆m(t)‖L2(Ω) ≤ ‖mt(t)‖L2(Ω) + (b + c)C25|Ω|1/2 a.a. t > 0. (2.32)

Hence, we see from (2.31) and (2.32) that this lemma holds. ¤

Now, we are in a position to give the proof of Theorem 1.1.

Proof of Theorem 1.1. We see from the uniform boundedness of {(nε,mε);
ε ∈ (0, 1)} that for each i ∈ N there exist a sequence {εi,k} ⊂ (0, 1) and a
pair (ni,mi) such that εi,k −→ 0 as k →∞ and the following convergences
are satisfied as k →∞:

nεi,k −→ ni





in C0([0, i];L2(Ω)),

weakly in W 1,2(0, i;L2(Ω)),

∗-weakly in L∞(0, i;H1(Ω)),

a.e. in Qi,

(2.33)

mεi,k −→ mi





in C0([0, i];C0(Ω̄)) ∩ L2(0, i;H1(Ω)),

weakly in W 1,2(0, i;L2(Ω)) ∩ L2(0, i;H2(Ω)),

∗-weakly in L∞(0, i;W 1,∞(Ω)).

(2.34)

In order to derive (2.34) we use the following Gagliardo–Nirenberg’s inequal-
ity: there exists a constant C30 > 0 such that

‖ϕ‖C0(Ω̄) ≤ C30‖ϕ‖θN

W 1,N+1(Ω)
‖ϕ‖1−θN

L2(Ω),

θN =
N(N + 1)

N2 + N + 2
for all ϕ ∈ W 1,∞(Ω).

Now, we consider {(nεi,k ,mεi,k); k ∈ N}, which is derived in the above
argument, and use Lemmas 2.8–2.10. Then, there exist a subsequence
{εi+1,k} ⊂ {εi,k} and a pair (ni+1,mi+1) such that the following conver-
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gences are satisfied as k →∞:

nεi+1,k −→ ni+1





in C0([0, i + 1];L2(Ω)),

weakly in W 1,2(0, i + 1;L2(Ω)),

∗-weakly in L∞(0, i + 1;H1(Ω)),

a.e. in Qi+1,

mεi+1,k −→ mi+1





in C0([0, i + 1];C0(Ω̄)) ∩ L2(0, i + 1;H1(Ω)),

weakly in W 1,2(0, i + 1;L2(Ω)) ∩ L2(0, i + 1;H2(Ω)),

∗-weakly in L∞(0, i + 1;W 1,∞(Ω)).

We repeat the above operation inductively and put εi = εi,i for all i ∈ N.
Moreover, we define a pair (n,m) by the following way: for each T > 0

(n(t),m(t)) = (n[T ]+1(t),m[T ]+1(t)) for all t ∈ [0, T ]. (2.35)

Then, we easily see from the construction method of (n,m) that εi −→ 0 as
i →∞ as well as for any T > 0 the following convergences are also satisfied
as i →∞:

nεi −→ n





in C0([0, T ];L2(Ω)),

weakly in W 1,2(0, T ;L2(Ω)),

∗-weakly in L∞(0, T ;H1(Ω)),

a.e. in QT ,

(2.36)

mεi −→ m





in C0([0, T ];C0(Ω̄)) ∩ L2(0, T ;H1(Ω)),

weakly in W 1,2(0, T ;L2(Ω)) ∩ L2(0, T ;H2(Ω)),

∗-weakly in L∞(0, T ;W 1,∞(Ω)).

(2.37)

Next, we define a function f by (1.9), where m in (1.9) is the same func-
tion defined by (2.35). By using Lemma 2.8 and the following inequalities:

|(fε − f)(x, t)|

≤ f0(x)
∣∣∣∣ exp

(
− a

∫ t

0

mε(x, s)ds

)
− exp

(
− a

∫ t

0

m(x, s)ds

)∣∣∣∣
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≤ aα exp
(

a

∫ t

0

(mε + m)(x, s)ds

) ∫ t

0

|(mε −m)(x, s)|ds,

and

|∇(fε − f)(x, t)|

≤ |∇f0(x)|
∣∣∣∣ exp

(
− a

∫ t

0

mε(x, s)ds

)
− exp

(
− a

∫ t

0

m(x, s)ds

)∣∣∣∣

+ a|(fε − f)(x, t)|
∫ t

0

|∇mε(x, s)|ds + aα

∫ t

0

|∇(mε −m)(x, s)|ds,

we have

‖fε(t)− f(t)‖C0(Ω̄) ≤ aαTe2aC25T ‖mε −m‖C0([0,T ];C0(Ω̄))

and

‖∇(fε − f)(t)‖2(L2(Ω))N

≤ 3a2α2

∫

Ω

( ∫ t

0

|∇(mε −m)(s)|ds

)2

+ 3a2‖(fε − f)(t)‖2C0(Ω̄)

∫

Ω

( ∫ t

0

|∇m(s)|ds

)2

+ 3a2|Ω|‖f0‖2W 1,∞(Ω)e
4aC25T

( ∫ t

0

‖(mε −m)(s)‖C0(Ω̄)ds

)2

≤ 3a2T
(
α2 + |Ω|C2

25T + |Ω|‖f0‖2W 1,∞(Ω)Te4αC25T
)

× (‖mε −m‖2L2(0,T ;H1(Ω)) + ‖fε − f‖2C0([0,T ];C0(Ω̄))

+ ‖mε −m‖2C0([0,T ];C0(Ω̄))

)
,

hence,

fεi −→ f in C0([0, T ];C0(Ω̄)) ∩ L∞(0, T ;H1(Ω)) as i →∞. (2.38)

Then, we immediately see from Lemma 2.8 that the triplet (n, f, m) is non-
negative on Q and satisfies the following boundedness, which are used in the
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rest of this proof:

‖n‖L∞(0,∞;L∞(Ω)) + ‖m‖L∞(0,∞;W 1,∞(Ω)) ≤ C25, (2.39)

‖f‖L∞(0,∞;L∞(Ω)) ≤ α, (2.40)

Since we see from (A1), Lemma 2.8 and (2.39) that there exists a constant
C31 > 0 such that the following inequality is satisfied for a.a. t ∈ (0, T ):

‖λ(fε(t))nε(t)∇fε(t)− λ(f(t))n(t)∇f(t)‖2(L2(Ω))N

≤ 3L2

∫

Ω

|nε(t)|2|∇fε(t)|2|(fε − f)(t)|2

+ 3
∫

Ω

(L|f(t)|+ λ0)2|∇fε(t)|2|(nε − n)(t)|2

+ 3
∫

Ω

(L|f(t)|+ λ0)2|n(t)|2|∇(fε − f)(t)|2

≤ C31

(‖(nε − n)(t)‖2L2(Ω) + ‖(fε − f)(t)‖2C0(Ω̄) + ‖(fε − f)(t)‖2H1(Ω)

)
,

we derive that the following convergences are satisfied as i →∞:

λ(fεi)nεi∇fεi −→ λ(f)n∇f in L∞(0, T ; (L2(Ω))N ) (2.41)

as well as

µpn
εi(1− nεi − fεi) −→ µpn(1− n− f) in L∞(0, T ;L2(Ω)), (2.42)

µdn
εi −→ µdn in L∞(0, T ;L2(Ω)). (2.43)

Now, we are in a position to show (1.8). Let η be any function in
L2(0, T ;H1(Ω)) satisfying 0 ≤ η ≤ α − f a.e. in QT . By using the
same argument in [7, Lemma 4.5], we can choose a sequence {ηi; i ∈ N} ⊂
L2(0, T ;H1(Ω)) so that the following properties are satisfied:

0 ≤ ηi ≤ α− fεi a.e. in QT for all i ∈ N, (2.44)

ηi −→ η in L2(0, T ;H1(Ω)) as i →∞. (2.45)

We substitute ζ = nεi(t)−ηi(t) in (2.5), integrate its result on (0, T ) and use
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the monotonicity of βεi
(fεi ; ·) with βεi

(fεi ; ηi) = 0 a.e. in QT (cf. (2.44)):

∫∫

QT

βεi(f
εi ;nεi)(nεi − ηi) ≥ 0 for all i ∈ N.

Then, we have the following inequalities are satisfied for all i ∈ N:
∫∫

QT

nεi
t (nεi − ηi) +

∫∫

QT

{d1∇nεi − λ(fεi)nεi∇fεi} · ∇(nεi − ηi)

≤
∫∫

QT

µpn
εi(1− nεi − fεi)(nεi − ηi)−

∫∫

QT

µdn
εi(nεi − ηi). (2.46)

By taking the limit i → ∞ in (2.46) and using all convergences in (2.36)–
(2.38), (2.41)–(2.43) and (2.45), we see that (1.8) holds.

Finally, we show 0 ≤ n ≤ α − f a.e. in QT in (4) of Theorem 1.1. For
each (x, t) ∈ QT satisfying f(x, t) ≤ α (cf. (2.40)) we denote by β̂(f(x, t); ·)
the indicator function on the compact interval [0, α− f(x, t)]. By using the
similar argument in [7, Proposition 4.2], we have

β̂(f(x, t);n(x, t)) ≤ lim inf
i→∞

β̂εi(f
εi(x, t);nεi(x, t)) a.a. (x, t) ∈ QT . (2.47)

By using Lemma 2.9 and applying Fatou’s lemma with (2.47), we have

∫∫

QT

β̂(f ;n) ≤ lim inf
i→∞

∫∫

QT

β̂εi(f
εi ;nεi) ≤ TC25(T ), so,

∫∫

QT

β̂(f ;n) = 0,

which implies that the constraint condition 0 ≤ n ≤ α − f a.e. in QT is
satisfied. ¤

3. Large-time behavior of global-in-time solutions

We devote this section to show Theorem 1.2 by using the argument
similar to that in [7, Section 4]. Throughout this section, we assume that
(A1)–(A10) are satisfied and let (n, f, m) the same triplet that is a global-in-
time solution to (P) obtained by the limit procedure in the proof of Theorem
1.1.

At first, we show Lemma 3.1, which gives the uniform positivity of n

and enables us to consider the large-time behavior of global-in-time solutions
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(n, f, m) to (P).

Lemma 3.1 There exists a constant C32 > 0 such that n ≥ C32 a.e. in
Q.

Proof. Let {(nεi , fεi ,mεi); i ∈ N} be the same sequence that is obtained
in the proof of Theorem 1.1. We consider a sequence {(wi, fi,mi) =
(nεizεi , fεi ,mεi); i ∈ N} of non-negative global-in-time solutions to (Q)ε,
where zεi is given by (2.1) in which (z, f) are replaced by (zεi , fεi), and
take C32 > 0 by

C32 = n∗ exp
(
− 1

d1

∫ 1

0

λ(r)dr

)
,

where n∗ is the constant in (A9). By putting (wi − C32)− = −min{0, wi −
C32}, we multiply the first equation in (Q)εi

by z−1
i (t)(wi(t) − C32)−, and

integrate its result over Ω. Since we see from the second equation and the
boundary condition for wi in (Q)εi

that the following equalities are satisfied:

∫

Ω

(wi)t(t)z−1
i (t)(wi(t)− C32)−

= −1
2

d

dt

∫

Ω

z−1
i (t)|(wi(t)− C32)−|2

− a

2d1

∫

Ω

z−1
i (t)λ(fi(t))mi(t)fi(t)|(wi(t)− C32)−|2

and

d1

∫

Ω

z−1
i (wi − C32)−∆wi

= −d1

∫

Ω

(wi − C32)−∇z−1
i · ∇wi − d1

∫

Ω

z−1
i ∇(wi − C32)−) · ∇wi

= −d1

∫

Ω

z−1
i λ(fi)(wi − C32)−∇wi · ∇fi + d1

∫

Ω

z−1
i |∇(wi − C32)−)|2,

by using the non-negativity of (wi, fi,mi) we see that the following inequal-
ity is satisfied for a.a. t > 0:
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1
2

d

dt

∫

Ω

z−1
i (t)|(wi(t)− C32)−|2

≤
∫

Ω

βεi(fi(t); (wiz
−1
i )(t))(wi(t)− C32)−

−
∫

Ω

µp(t)(z−1
i wi)(t){1− (wiz

−1
i )(t)− fi(t)}(wi(t)− C32)−. (3.1)

For each t > 0 we put Ωi(t) = {x ∈ Ω ; w(x, t) < C32}. Since fi(x, t) is
decreasing with respect to t ∈ [0,∞) for any fixed x ∈ Ω, we see from (A8)
that

exp
(
− 1

d1

∫ fi(x,t)

0

λ(r)dr

)
≥ exp

(
− 1

d1

∫ 1

0

λ(r)dr

)
,

hence,

C32z
−1
i (x, t) ≤ n∗ ≤ 1− f0(x) ≤ 1− fi(x, t) a.a. (x, t) ∈ Q. (3.2)

We see from (3.2) that the following estimate is satisfied:

1− (wiz
−1
i )(x, t)− fi(x, t) < 0 a.a. (x, t) ∈ E =

⋃
t>0

Ωi(t)× {t}, (3.3)

which implies
∫

Ω

(µpz
−1
i wi)(t){1−(wiz

−1
i )(t)−fi(t)}(wi(t)−C32)− ≥ 0 a.a. t > 0. (3.4)

Moreover, since βεi
(fi(x, t); ·) is an increasing function on R for any fixed

(x, t) ∈ Q, we see from βεi
(fi(x, t);C32z

−1
i (x, t)) = 0 and (3.2) that the

following estimate is satisfied:

βεi
(f(x, t); (wiz

−1
i )(x, t))(wi(x, t)− C32)−

= −zi(x, t)βεi(fi(x, t); (wiz
−1
i )(x, t)){(wiz

−1
i )(x, t)− C32z

−1
i (x, t)}

≤ 0 a.a. (x, t) ∈ E. (3.5)

Finally, we derive from (3.1), (3.4) and (3.5) that the following inequality is
satisfied:
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d

dt

∫

Ω

z−1
i (t)|(wi(t)− C32)−|2 ≤ 0 a.a. t > 0, (3.6)

By using (3.6) and

w0 = n0 exp
(
− 1

d1

∫ f0

0

λ(r)dr

)
≥ C32,

we have wi ≥ C32, hence, nεi ≥ C32 a.e. in Q. Hence, by taking the limit
i → ∞ and using (2.36), for any T > 0 we have n ≥ C32 a.e. in QT . Since
T > 0 is arbitrary, we see that this lemma holds. ¤

Next, we give the positivity as well as the upper boundedness of m.
Since we can show this lemma by using the same argument that is given in
[7, Lemma 5.2], we omit its proof in this paper.

Lemma 3.2 m satisfies the following estimates:

(1) m∗ ≤ m ≤ max
{
‖m0‖L∞(Ω),

bα

c

}
a.e. in Q, where m∗ is the constant

in (A10).

(2) There exists a constant C33 > 0 such that

∫∫

QT

|∇m|2 ≤ C33(T + 1) for all T > 0.

In the rest of this section, we show Theorem 1.2. First of all, we give
the large-time behavior of f in Lemma 3.3. Since its proof is also the same
to [7, Lemma 5.3], we omit it in this paper. Actually, by using Lemma 3.2
and (1.9), we can easily show this lemma.

Lemma 3.3 f satisfies the following estimates:

(1) ‖f(t)‖L∞(Ω) ≤ e−αm∗t ≤ 1 for all t > 0.

(2) There exists a constant C34 > 0 and C35 > 0 such that

‖∇f(t)‖(L2(Ω))N ≤ C34(t + 1)e−αm∗t ≤ C35 for all t > 0.

Finally, we give the large-time behaviors of n and m in Lemmas 3.4 and
3.5, respectively. Although their proofs are similar to those of [7, Lemmas
5.4 and 5.5], we give the detail ones in this paper. Actually, the proofs in
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[7] are not so clear and complete that some readers cannot follow our ideas.

Lemma 3.4 n satisfies the following estimates:

(1) There exists a constant C36 > 0 such that

∫ ∞

0

‖n(t) + f(t)− 1‖2L2(Ω)dt ≤ C36.

(2) There exists a constant C37 > 0 such that

sup
t≥1

{
sup

h∈(0,1]

‖n(t) + f(t)− 1‖2L2(Ω) − ‖n(t− h) + f(t− h)− 1‖2L2(Ω)

h

}

≤ C37.

Proof. Since we can show (1) by using the argument similar to that of [7,
Lemma 5.3], we omit it and only give the proof of (2) in this paper. For
simplicity, throughout this section we put ψ1(t) = ‖n(t) + f(t)− 1‖2L2(Ω).

For any T ≥ 1 and h ∈ (0, 1] we define ηh by

ηh(t) =

{
n(t) if t ∈ [0, T − h),

1− f(t) if t ∈ [T − h, T ],

which is in L2(0, T ;H1(Ω)) and satisfies 0 ≤ ηh ≤ α − f a.e. in QT . By
substituting η = ηh in (1.8) and using (1.2), we have

ψ1(T )− ψ1(T − h)
2

+
d1

2

∫ T

T−h

‖∇n(t)‖2(L2(Ω))N dt

≤ d1

2

∫ T

T−h

‖∇f(t)‖2(L2(Ω))N dt +
∫ T

T−h

( ∫

Ω

ft(t)(n(t) + f(t)− 1)
)

dt

+
∫ T

T−h

( ∫

Ω

λ(f(t))n(t)∇f(t) · ∇(n(t) + f(t))
)

dt.

By using Lemmas 3.2 and 3.3, (1.2) and the non-negativity of (n, f, m), we
have

ψ1(T )− ψ(T − h) ≤ C37h for any T ≥ 1 and any h ∈ (0, 1],
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where C37 > 0 is given by

C37 = 2
[
a|Ω|max

{
‖m0‖L∞(Ω),

bα

c

}
+C2

35

{
d1

2
+α(L+λ0)+

α2(L + λ0)2

2d1

}]
.

Hence, we see that (2) holds. ¤

Lemma 3.5 n satisfies the following estimates:

(1) There exists a constant C38 > 0 such that

∫ ∞

0

∥∥∥∥m(t)− b

c

∥∥∥∥
2

L2(Ω)

dt ≤ C38.

(2) There exists a constant C39 > 0 such that

∣∣∣∣
d

dt

∥∥∥∥m(t)− b

c

∥∥∥∥
2

L2(Ω)

∣∣∣∣ ≤ C39 a.a. t > 0.

Proof. Since we can also show (1) by using the argument similar to that
of [7, Lemma 5.4], we omit it and only give the proof of (2) in this paper.
We note that m is a unique solution to the evolution equation

m′(t)− d1∆Nm(t) + cm(t) = bn(t) in L2(Ω), a.a. t > 0 (3.7)

with m(0) = m0 in L2(Ω). (cf. (E2))
In the following argument, for simplicity we put ψ2(t) = ‖m(t) −

b/c‖2L2(Ω). Then, we take the inner product between (3.7) and m(t)− b/c to
have

1
2

d

dt
ψ2(t)+d2

∫

Ω

|∇m(t)|2 +cψ2(t) = b

∫

Ω

(
m(t)− b

c

)
(n(t)−1) a.a. t > 0.

By using (2.39) and the estimate

∣∣∣∣b
∫

Ω

(
m(t)− b

c

)
(n(t)− 1)

∣∣∣∣ ≤
cψ2(t)

2
+

b2(α + 1)2|Ω|
2c

,

we have
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∣∣∣∣
d

dt
ψ2(t)

∣∣∣∣ ≤ 2d2

∫

Ω

|∇m(t)|2 + 3cψ2(t) +
b2(α + 1)2|Ω|

c

≤ C2
25|Ω|max{2d1, 3c}+

b2{3 + (α + 1)2}|Ω|
c

,

which implies that (2) holds. ¤

Now, we are in a position to show Theorem 1.2

Proof of Theorem 1.2. We easily see from Lemma 3.3 that

f(t) −→ 0 in L∞(Ω) ∩H1(Ω) as t →∞. (3.8)

Next, we assume limt→∞ ψ1(t) 6= 0. Then, we can take a sequence
{tn;n ∈ N} and `1 > 0 such that limn→∞ ψ1(t) = `1 and tn+1 ≥ tn + 1 for
all n ∈ N. By taking

h1 = min
{

1,
`1

2(C37 + 1)

}
,

and using Lemma 3.4, where C37 is the same constant that is obtained in
(2) of Lemma 3.4, we see that there exists n1 ∈ N such that

`1−ψ1(t) ≤ |ψ1(tn)− `1|+ ψ1(tn)−ψ1(t) ≤ `1
2(C37 + 1)

+ C37(tn− t) ≤ `1
2

,

that is,

ψ1(t) ≥ `1
2

for any n ≥ n1 and any t ∈ [tn − h1, tn). (3.9)

We see from (3.9) that

∫ ∞

0

ψ1(t)dt ≥
∞∑

n=n1

∫ tn

tn−1

ψ1(t)dt ≥
∞∑

n=n1

∫ tn

tn−h1

ψ1(t)dt ≥
∞∑

n=n1

`1h1

2
= ∞,

which contradicts (1) of Lemma 3.4. Hence, we have n(t) + f(t) −→ 1 in
L2(Ω), so, by using (3.8) n(t) −→ 1 in L2(Ω) as t →∞.

Finally, we assume limt→∞ ψ2(t) 6= 0. Then, we take a sequence
{sn ; n ∈ N} and `2 > 0 such that limn→∞ ψ1(sn) = `2 and sn+1 ≥ sn + s0
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for all n ∈ N, where s0 = `2/2(C39 + 1) and C39 is the same constant that
is obtained in (2) of Lemma 3.5. Then, we see that there exists n2 ∈ N such
that

`2−ψ1(s) ≤ |ψ1(sn)− `2|+
∫ sn

s

|ψ′2(τ)|dτ ≤ `2
2(C39 + 1)

+C39(sn−s) ≤ `2
2

,

that is,

ψ2(t) ≥ `2
2

for any n ≥ n2 and any s ∈ [sn − s0, sn]. (3.10)

We see from (3.10) that

∫ ∞

0

ψ2(t)dt ≥
∞∑

n=n1

∫ sn

sn−s0

ψ2(t)dt ≥
∞∑

n=n1

∫ sn

sn−s0

`2
2

dt

≥
∞∑

n=n1

`22
4(C38 + 1)

= ∞,

which contradicts (1) of Lemma 3.5, hence, m(t) −→ b/c in L2(Ω) as t →∞.
¤
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